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Introduction This paper describes an empirical
study of detecting and predicting topic shifts in
information seeking chat (Stede and Schlangen,
2004), which is characterised by its more ex-
ploratory and less task-oriented nature, where the
user does not have a specific goal but obtains use-
ful information of his interest through interaction
with the system.

Unlike (Stede and Schlangen, 2004), we do not
assume predefined domain specific knowledge to
navigate the dialogue; instead we rely on more su-
perficial clues to deal with a broad range of topics.

Differing from a series of topic segmentation re-
search (Hearst, 1997; Ries, 2001; Galley et al.,
2003; Olney and Cai, 2005; Arguello and Rosé,
2006), we deal with topic shifts in real-time in-
teraction, aiming at using this technique in a di-
alogue system. In addition, we predict relevant
topic shifts as well as topic shift detection.

Corpus analysis To find useful features indicat-
ing topic shifts, we manually analysed a part of
the Mister O corpus (Ochiai et al., 2005), which is
a cross-linguistic video corpus consisting of var-
ious types of conversations. Based on the prede-
fined criteria, the transcribed texts of 6 Japanese
conversations were divided into topic segments by
one of the authors. Extracted features indicating
topic shift utterances (TSU)1, and utterances ahead
of them are summarized in Table 1 and 2.

Automatic feature detection The features with
the asterisk in Table 1 and 2 can be automatically
extracted by using superficial clues as follows.

clue expressions: Since we do not have a
thorough list of Japanese cue phrases as in
(Hirschbeerg and Litman, 1993), we collected

1The first utterance of a topic segment.

Table 1: Features of topic shift utterances

Feature Occurrences
clue expression* 11
new words* 10
initiative change* 9
prior topic 5
others 11
Total 45

Table 2: Features of preceding utterances ahead of topic shifts

Feature Occurrences
back-channel* 14
silence* 13
repetition 6
generalisation 4
impression* 4
others 13
Total 45

a set of cue expressions suggesting topic shifts
based on the corpus analysis and introspection.
These cue expressions imply this feature.

new words: We assume every content word in
each utterance is accumulated in a word pool dur-
ing interaction. A new content word in an utter-
ance implies this feature.

initiative change: A heuristic algorithm of initia-
tive change detection using predefined cue expres-
sions and information of the speaker suggests this
feature.

back-channel: When two consecutive utterances
by different speakers include back-channel cue ex-
pressions, and they do not include any content
words, reciprocal back-channel is implied.

silence: A silence longer than 1 second between
utterances implies this feature.
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impression: Cue words suggesting impression
and sentiment in an utterance implies this feature.

Detecting and predicting topic shifts To detect
topic shifts, we use clue expression, new words,
initiative change and their combinations. When at
least one of them is detected in an utterance, it is
considered as a topic shift utterance.

To predict topic shifts, we use back-channel, si-
lence, impression and their combinations. Since
these features tend to be observed just before topic
shifts, when at least one of them is detected in an
utterance, we predict a topic shift after this utter-
ance. We call this in-between point topic shift rel-
evance place (TSRP).

Table 3: Results of TSU detection

Combination of features Prec. Recall F
clue expression 0.43 0.10 0.17
new words 0.09 0.31 0.14
initiative change 0.39 0.10 0.16
clue expression+new words 0.10 0.38 0.16
clue expression+initiative change 0.41 0.21 0.27
initiative change+new words 0.10 0.35 0.15
clue exp.+init. chg.+new words 0.11 0.41 0.17

Table 4: Results of TSRP detection

Combination of features Prec. Recall F
back-channel 0.25 0.59 0.35
silence 0.23 0.31 0.26
impression 0.24 0.35 0.28
back-channel+silence 0.24 0.76 0.36
back-channel+impression 0.25 0.69 0.36
silence+impression 0.23 0.48 0.31
back-channel+silence+impression 0.23 0.79 0.36

Evaluation The held-out data of 20 dialogues
from Mister O corpus were manually divided into
topic segments by three annotators. The average
of pair-wise κ was 0.41. The outputs of the system
with various combinations of features were com-
pared with the manual annotation.

We used different gold standards in calculating
precision and recall. All three annotators should
agree for the gold standard in calculating recall,
while a single annotator is enough in calculating
precision. When a topic shift is found within two
succeeding utterances after a TSRP, that TSRP is
considered correct (Reynar, 1994).

Table 3 and 4 show the result of the evaluation
using the Mister O corpus. F measure is calculated
by F = 2PR/(P + R).

Table 3 shows that the combination of clue ex-
pression and initiative change provides the best
performance, although it is still worse than the past
work as (Arguello and Rosé, 2006). What is in-
teresting is that their recall is poor separately, but
combining them doubles the value.

Table 4 shows that combinations including
back-channel give rise to good F-measure values,
suggesting that reciprocal back-channel is a good
clue of an ending topic. Recall of detecting TSRPs
is fairly good in contrast to precision.

Conclusion Based on the analysis of a free con-
versation corpus, we proposed a method of de-
tecting topic shifts and topic shift relevance places
in information seeking chats. The algorithm was
evaluated in comparison with human performance.
Although there is much room for improvement, we
obtained initial clues for managing topic shifts in
real-time information seeking chats. Future work
includes sophisticated feature detection modules
at the same time as devising a method to select
an appropriate new topic at a topic shift.
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