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ABSTRACT

A syntactically annotated corpus is a type of language re-
sources, which can be used in many different ways. One
possible use of the corpus is deriving a context-free gram-
mar (CFG), and there have been quite a few studies con-
cerning this type of grammar derivation. However, a CFG
derived from a syntactically annotated corpus often has a
shortcoming: it creates a great number of parse results (am-
biguity) during syntactic parsing. We have been building a
Japanese syntactically annotated corpus in order to derive a
grammar with less ambiguity during syntactic parsing. In
this paper, we introduce our policy for building the corpus
and an experimental evaluation of the derived CFG.

1. INTRODUCTION

A syntactically annotated corpus is a type of language re-
sources, which is used for obtaining statistical information
concerning corpus-based NLP technologies. Another use of
the corpus is deriving a CFG, and there have been quite a
few studies concerning this kind of grammar. For English,
it is well known that a CFG derived from the Penn Tree-
bank corpus (tree-bank grammar) [1] can parse sentences
with high accuracy and coverage although the method for
deriving CFG is very simple [2]. Several corpora like the
Penn Treebank corpus have been built for other languages
and many algorithms (grammar derivation, syntactic pars-
ing, etc.) have been proposed. However, such corpus has
not been built for Japanese yet. Therefore such Japanese
corpus needs to be built to apply the algorithms to Japanese.

However, even if a syntactically annotated corpus were
already available, a CFG derived from it can be unsatisfac-
tory, in as it creates a great number of possible parses (large
ambiguity). Too many parse results do not only reduce the
parsing accuracy and parsing speed, but also require larger
memory to parse and store long sentences. Although Char-
niak has removed some CFG rules (e.g. rules occurring only
once in the Penn Treebank corpus) to avoid such problems
[2], this is not enough, as the rules that occur more than
once may also increase ambiguity.

Since the sentences of an ordinary syntactically anno-
tated corpus have “semantically correct” structure, the de-
rived CFG creates many parse results, whereas each result
represents different possible readings, i.e. meanings. A syn-
tactic parser does not deal with semantics. Hence, it is dif-
ficult to deal with semantic ambiguity. On the other hand,
if the parser creates many different parses, it becomes dif-
ficult to disambiguate the results, even if semantic analysis
is carried out after the syntactic parsing. We assume that
syntactic analysis based on a large-scale CFG is followed
by semantic analysis. Since the parse results are sent to the
subsequent semantic processing, the number of parse results
should be as small as possible. Therefore, it is necessary to
build a corpus so that the derived CFG would create less
parse results during syntactic parsing.

We attempt to build such a corpus by using the follow-
ing method: (1) derive a CFG from an existing corpus, (2)
analyze major causes of ambiguity, (3) create a policy for
modifying the corpus, (4) modify the corpus according to
the policy and re-derive a CFG from it, and (5) repeat steps
(2) - (4) until most problems are solved. While the step (5)
is labor-intensive and time-consuming, it is very important
to do so in order to build a large-scale corpus and to derive
CFG for syntactic parsing from it.

We have been building a Japanese corpus so that the
derived CFG would create less ambiguity during syntactic
parsing [3, 4]. In this paper, we introduce our policy for
building the corpus, and show an experimental evaluation
of the derived CFG. Several methods for tree transforma-
tion have been proposed for other languages, such as En-
glish [5] and German [6]. Although our work is similar, the
difference is that we consider parsing ambiguity as well as
parsing accuracy.

2. CAUSESOF AMBIGUITY

To decrease the ambiguity (i.e. the number of parse results),
we start by analyzing main causes. There are four main
causes of ambiguity [3]:



1. Human Errors: Human annotators sometimes make
mistakes when annotating syntactic structure.

2. Inconsistency: There may be contradiction concern-
ing the structure since large-scale corpora are usually
built incrementally and by several annotators.

3. Lack of Syntactic Information: Some syntactic in-

formation which is important for syntactic parsing might

be lost during the CFG derivation.

4. Need for Semantic I nformation: Semantic informa-
tion is necessary for disambiguation in some cases.

Since the first and second causes are types of annotation er-
rors, they need to be corrected manually as soon as they are
found !. On the other hand, since the third and fourth causes
are not errors, they can be handled by modifying the struc-
tures in the syntactically annotated corpus and by deriving
CFG from this newly-annotated corpus.

3. POLICY FOR MODIFYING THE CORPUS

In order to avoid the third cause of ambiguity, syntactic in-
formation should be added to each intermediate node in the
structure, where necessary. On the other hand, ambiguity
due to the fourth is better be left to the subsequent seman-
tic processing since it is difficult to reduce such ambiguity
without recourse to semantic information during syntactic
parsing. This can be achieved by representing the ambigu-
ous cases as the same structure.

We have considered modification for verb conjugation,
compound noun structure, adverbial and adnominal phrase
attachment, conjunctive structure [3, 4].

Verb Conjugation: We add information of verb conjuga-
tion to each intermediate node related to the verb (cf.
“SPLIT-VP” in [5] and “Verb Form” in [6]).

Compound Noun Structure:  Structure ambiguity of com-
pound noun is represented as the same structure (right
linear binary branching tree) regardless of the mean-
ing or word-formation (cf. “X-Retu” in [9]).

Adnominal Phrase Attachment: Structure ambiguity of
adnominal phrase attachment (e.g. whether the ad-
nominal phrase “watashi no (my)” attaches to the noun
“chichi (father)” or “hon (book)” in case of a phrase
“watashi no chichi no hon (my father’s book)”) is
represented as the same structure (right linear binary
branching tree).

Adverbial Phrase Attachment: Structure ambiguity of ad-
verbial phrase attachment (e.g. whether the adverbial

LSeveral methods for correcting (or detecting) this kind of error have
been proposed [7, 8].

phrase “tobira wo (door)” attaches to the verb “akete
(opened)” or “haitta (entered)” in case of a phrase
“tobira wo akete heya ni haitta (I opened the door
and entered the room)”) is distinguished by meaning.

Conjunctive Structure:  Conjunctive structure is not spec-
ified in syntactic structure (cf. “Coordinated Cate-
gories” in [6]).

Since we believe that a different algorithm should be used
to disambiguate adverbial phrase attachment and adnominal
phrase attachment in Japanese, we have decided to deal with
them separately. This means that the ambiguity concerning
whether a phrase is an adverbial phrase or adnominal phrase
is left as is during syntactic parsing. However, this increase
of ambiguity is not significant. Actually, in Japanese it is
relatively easy to discriminate between an adverbial and ad-
nominal phrase. We have also decided to annotate a corpus
as described above since adverbial phrase attachment can
be disambiguated in some cases using syntactic information
(e.g. particles, punctuation).

4. EVALUATION

To evaluate the efficiency of the corpus modified according
to our policy and the CFG derived from the corpus, we con-
sider two aspects: the number of parse results created by
the derived CFG, and the accuracy of the parsing achieved
when using the CFG. We evaluated on the EDR corpus [10]
and the RWC corpus [11].

4.1. Evaluation on the EDR corpus

The EDR corpus is a bracketed corpus with only skeletal
structures recorded for each sentence (non-terminal sym-
bols are not assigned to each intermediate node of the struc-
ture). We extracted 8,911 sentences from the corpus and
manually annotated “semantically correct” structure of each
sentence (we refer to this corpus as “EDR original corpus”)
2. Then we modified the structure according to the policy
described above by an annotation tool [12] to obtain “EDR
modified corpus”.

CFGs are derived from the EDR original corpus and
the EDR maodified corpus (“EDR original CFG” and “EDR
modified CFG” respectively), and used to parse POS se-
quences of sentences in the corpus by MSLR parser [13].
The number of CFG rules in two CFGs and the number of
parse results are shown in table 1. The number of parse re-
sults decreased by 107 order, while the number of CFG rules
increased by only 255.

Next, we ranked parse results by training the parser ac-
cording to probabilistic generalized LR (PGLR) model [14]

2\We followed the bracket structure in the EDR corpus to annotate “EDR
original corpus”.



Table 1. The number of parse results

# CFG rules | # parse results
EDR (original) 1,694 | 1.868 x 10'2
EDR (modified) 1,949 9.355 x 10°
RWC (modified) 2,565 | 9.599 x 10*

Table 2. Coverage and recall

Coverage | Recall
EDR (original) 98.51% | 96.63%
EDR (modified) 97.32% | 95.88%
RWC (modified) 98.38% | 97.18%

using 10-fold cross-validation (CFGs were derived from the
training data only). We examined three evaluation metrics:

Coverage: The percentage of sentences where at least one
parse result can be obtained in parsing

Recall: The percentage of sentences where the correct parse
(i.e. exact match) can be obtained in parsing

Sentence Accuracy: The percentage of sentences where
the correct parse is in the top-n parse results ranked
by PGLR model.

Results are shown in table 2 and figure 1. Coverage and
recall decreased by around 1%. Despite the decrease of
coverage and recall, sentence accuracy increased by about
8% under assumption that the top-100 parse results are re-
analyzed in the subsequent processing (i.e. when n. = 100).

Some readers might take it for granted that sentence
accuracy increases if the EDR modified corpus is used as
a gold-standard because certain difficult decisions are not
made in annotation and are left to the subsequent process-
ing. To test the accuracy if the EDR original corpus is
used as a gold-standard, we randomly selected 100 sen-
tences from the EDR modified corpus and examined three
evaluation metrics:

Segmentation Accuracy (SegA): The percentage of sen-
tences which are correctly segmented into bunsetsu
(Japanese phrasal unit).

Dependency Accuracy (DepA): The percentage of correct
dependency relations out of all dependency relations

Sentence Accuracy (SenA): The percentage of sentences
where all dependency relations are correct

Since phrase structure is annotated in the corpus and the
EDR modified CFG does not create dependency structure
but phrase structure, we converted the parse results and struc-
tures in the EDR original corpus to dependency structures

Sentence accuracy (%)
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Fig. 1. Sentence accuracy

Table 3. Dependency accuracy

SegA DepA SenA
EDR | 91.00% | 91.32% | 61.54%
RWC | 65.99% | 85.76% | 52.38%

3, Results are shown in table 3. Dependency Accuracy was
91.32%, which rivals the state-of-the-art dependency analy-
sis using KNP [15] (89.97%) 4, support vector machine [17]
(89.29%), maximum entropy [18] (87.93%), etc ° although
no semantic information is incorporated in the subsequent
processing. We expect that the accuracy will increase as
soon as semantic information is incorporated in the subse-
guent processing.

4.2. Evaluation on the RWC corpus

To examine whether our policy can be applicable to other
corpora, we evaluated on the RWC corpus [11], a POS tagged
corpus (no syntactic structure) 8, in the same way as we did
for the EDR corpus. We extracted 16,421 sentences from
the RWC corpus and annotated the “RWC modified corpus”
only without annotating the “RWC original corpus”. We
refer the CFG derived from the modified corpus as “RWC
modified CFG”. Results are shown in table 1, table 2, figure
1, and table 3. Since we did not prepare the RWC original
corpus, we used the Kyoto corpus [19] (3,764 sentences)
as a gold-standard when evaluating dependency accuracy .
While the number of parse results (table 1), coverage, recall

3We assume that every ambiguous adnominal phrase attaches to the
nearest noun. Whether the relation between two units is conjunctive or not
is not distinguished in this evaluation.

4Dependency accuracy using KNP is quoted from [16].

5The comparison are not absolutely fair since the results are for differ-
ent corpora.

6The POS system of the RWC corpus is different from that of the EDR
corpus

"Since the POS system of the Kyoto corpus is different from that of the
RWC corpus, we converted POSs automatically.



(table 2) and sentence accuracy (figure 1) are comparable
to the evaluation on the EDR corpus, dependency accuracy
decreased. However, we expect that the accuracy will in-
crease as soon as semantic information is incorporated in
the subsequent processing .

5. CONCLUSION AND FUTURE WORK

In this paper, we introduced our policy for syntactically an-
notating a Japanese corpus so that the derived CFG would
create less parse results during syntactic parsing. Our pol-
icy was applied to and evaluated on the EDR and the RWC
corpora. Results show that the number of parse results the
derived CFG creates can be decreased by adhering to our
policy, and that our policy can easily be applied to other
corpora.

Since we assume that the parse results created by our
CFG are re-analyzed in the subsequent processing, in the
future, we have to provide a method for semantic analysis
of the obtained parse results.
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