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Abstract

Linguistic knowledge plays a cru-
cial role in natural language process-
ing. Constructing large linguistic
knowledge bases requires a lot of hu-
man effort and much cost. There
have been many attempts to con-
struct linguistic knowledge automat-
ically, based on two primary strate-
gies: knowledge extraction from an-
notated corpora and the augmenta-
tion of existing knowledge bases us-
ing annotated corpora. This paper
describes an algorithm to enlarge ex-
isting linguistic knowledge through
integration with heterogeneous lin-
guistic resources. Specifically, this
algorithm links a word sense defined
in a monolingual dictionary to se-
mantic classes in a thesaurus. Ex-
periments show that we achieve a
linking precision of 85.5% and cov-
erage of 61.4%.

1 Introduction

Linguistic knowledge plays a key role in nat-
ural language processing. However construct-
ing large and precise linguistic knowledge
bases requires much human effort and cost.
In order to overcome this problem, many

attempts have been made to automatically
construct various types of linguistic knowl-
edge bases. In terms of resources from
which linguistic knowledge bases have been
constructed, such attempts can be classi-
fied into two basic approaches. In the first
approach, linguistic knowledge is extracted

from plain text corpora (Pereira et al., 1993;
Tokunaga et al., 1995; Utsuro et al., 1998).
This approach does not require structured or
annotation-rich linguistic resources, and thus
tends to be statistical oriented. In conse-
quence, less human labor is necessary in con-
struction but the preciseness of the resultant
knowledge is diminished, and it is difficult to
use such knowledge bases without manual cor-
rection.

The second approach assumes “core”
knowledge which is usually compiled by hu-
mans and therefore of adequate precision.
This core knowledge is expanded upon by
adding information extracted from plain lin-
guistic knowledge (Uramoto, 1996; Tokunaga
et al., 1997). Since this approach utilizes pre-
cise core knowledge as a backbone, it has an
advantage in terms of precision over the first
approach. In both of these approaches, the
constructed knowledge is homogeneous: for
example, in the second approach, resultant
knowledge would be of the same type as the
core knowledge.

In other words, a homogeneous linguistic
knowledge capture a certain aspect of lan-
guage (words), even though a word has vari-
ous aspects such as morphological, syntactic,
semantic and so on. It is not, however, real-
istic to construct linguistic resources consid-
ering all aspects at the same time. Actually,
linguistic resources have been constructed fo-
cusing on a certain kind of aspect, moreover
in many cases, each resource has been con-
structed independently based on a different
framework. Considering such background, it
is worthwhile to explore a method to integrate
heterogeneous resources to cover more aspects



of language.

In this paper, we propose a method for inte-
grating different kinds of manually-compiled
linguistic knowledge, to enlarge the knowl-
edge base at hand. Our approach is similar
to the second approach above, but different
in that we use only well-structured knowledge
and produce heterogeneous linguistic knowl-
edge. Specifically, our method automatically
constructs links between word senses defined
in a monolingual dictionary and the semantic
classes of a thesaurus.

A monolingual dictionary defines the word
senses of a word in the form of a set of natu-
ral language-based meaning descriptions. On
the other hand, a thesaurus classifies words
according to their semantic classes, often hi-
erarchically. Unlike monolingual dictionar-
ies, thesauri focus on relations between words
rather than the actual definitions of those
words. Thus monolingual dictionaries and
thesauri describe the characteristics of words
from different aspects. Integrating these dif-
ferent resource types provides heterogeneous
word knowledge, in which the information
provided for each word is enriched; as such,
each type of linguistic knowledge is supple-
mented by other knowledge based on different
aspects. Such kind of linguistic knowledge is
rare, with the notable exception of WordNet
(Fellbaum, 1998).

The structure of this paper is as follows.
Section 2 describes an overview of linguistic
resources discussed in this paper. Section 3
and 4 describe two different methods to link-
ing different linguistic resources introduced in
section 2. The method described in section 3
is based on superordinate/subordinate rela-
tions between words in definition sentences of
the dictionary. On the other hands, the meth-
ods in section 4 uses common verbs appearing
in definition sentences for linking. Section 3
and 4 describes preliminary experiments and
the results as well. Section 5 compares the
proposed methods with related work. And fi-
nally we conclude the paper and mention fu-
ture work in section 6.

2 Dictionary and Thesaurus

In this paper, we use the Iwanami Japanese
dictionary (5th ed.) (Nisio et al., 1994) as
our monolingual dictionary, and Nihongo Goi
Taikei (the NTT Japanese thesaurus) (Ike-
hara et al., 1997) as our thesaurus. We focus
on finding the relations between nouns ap-
pearing in both of these resources. Since the
number of nouns is larger than that of other
parts of speech, and difference of difinitions is
easier to identify.
The Iwanami dictionary has been anno-

tated with various tags as part of the RWCP
text database project (Hasida et al., 1998), in-
cluding morphological tags, word sense tags,
and syntactic relation tags. The dictionary
has 51,438 noun entries, with more than one
word sense for some entries.

Nihongo Goi Taikei classifies a total of
264,312 nouns into 2,710 semantic classes.
Many words are classified into more than one
semantic class. Nihongo Goi Taikei has a
hierarchical structure, in which nodes corre-
spond to semantic classes and links between
nodes denote a is-a or has-a relations be-
tween the linked semantic classes. Figure 1
shows a fragment of Nihongo Goi Taikei .

noun

concrete abstract

subject physical
object

place abstract
object

things abstract
relation

grass stimulus

crop flower water weed shading color sound

Figure 1: A fragment of Nihongo Goi Taikei

3 Linking by superordinate words

This section describes a method to identify
the superordinate word of an entry word in
the monolingual dictionary, and using this in-
formation, to find a link between a word sense
in the dictionary and a semantic class in the
thesaurus.



3.1 Identifying superordinate words

Much research has aimed at extracting rela-
tions between words in a monolingual dictio-
nary (Tsurumaru et al., 1986; Nakamura and
Nagao, 1988). In the manner of previous re-
search, we analyze dictionary definitions, and
extract patterns that suggest superordinate
words of the entry word. When the dictio-
nary definition ends with one of the following
patterns, 〈noun〉 is identified as the superor-
dinate word of the entry.

(a) 〈noun〉.
(b) 〈noun〉すること. (doing 〈noun〉)
(c) 〈noun〉をすること. (doing 〈noun〉)
(d) 〈noun〉の一つ. (a kind of 〈noun〉)
(e) 〈noun〉の一種. (a kind of 〈noun〉)
(f) 〈noun〉の略. (an abbreviation of 〈noun〉)
(g) 〈noun〉の～称. (an alias of 〈noun〉)
There are several exceptions to 〈noun〉, such
as “こと (thing)”, “一種 (a kind of )”, and “
方 (way)”. These words are not identified as
superordinate words.

3.2 Linking words based on thesaurus
path length

Relations between word senses in the dictio-
nary and semantic classes in the thesaurus
are identified based on the path length be-
tween the entry word and its superordinate
word, as identified in the previous step. For
example, suppose a word w has two word
senses ws1 and ws2 in a dictionary, and w
is classified into the two thesaurus classes sc1

and sc2. Our goal is to identify the correct
mappings between wsi and scj. In order to
achieve this goal, the path length between
each sci and sup(wsj) is calculated, and that
sci of shortest path length from sup(wsj) is
selected as the semantic class of wsj in the
thesaurus. Here sup(wsj) denotes the super-
ordinate word of word sense wsj.
However, utilizing simple path length does

not work for calculating the distance between
two semantic classes due to the following

problems. First, in Nihongo Goi Taikei , the
path length from the root node to each leaf
node is not uniform, which means that the se-
mantic similarity between a node and its par-
ent node depends on their relative location in
the thesaurus. For example, pathes from the
two leaf nodes “villain” and “monster” to the
root node are shown below:

• “villain” → “villain etc.” → “good/bad
person” → “human (nature)” → “hu-
man (ability, nature)” → “human” →
“man” → “subject” → “physical object”
→ “noun”

• “monster → “pseudo human” → “man”
→ “subject” → “physical object”

In this example, the semantic difference be-
tween “villain” and “villain etc.” is more sub-
tle than that between “monster” and “pseudo
human”. Since our method links word senses
and semantic classes based on path length in
the thesaurus, this feature of the thesaurus
could potentially cause problems.
Another problem occurs when a corre-

sponding semantic class does not exist in the
thesaurus. For example, the Iwanami dictio-
nary defines two word senses for “藍 (indigo)”:
“plant” and “dye”. On the other hand, Ni-
hongo Goi Taikei classifies “藍 (indigo)” into
the two classes “dye” and “color”, but not
“plant”. Based on the simple shortest path
length criteria, the “plant” word sense would
be linked to the wrong semantic class.
In order to solve these problems, we take

the following approach. For the first prob-
lem, we weight each node in the thesaurus,
and calculate the distance between two nodes
by adding all weights of nodes on the path
between them. The weight of node c is calcu-
lated by the following formula.

W (c) =




100 (d < 4)
1
d (d ≥ 4, C = φ)

|C|∑
ci∈C

1
W (ci)

(d ≥ 4, C �= φ) ,

(1)
where d denotes a depth of semantic class c
from the root node, C denotes a set of chil-
dren class of c. The depth of the root node



is defined as 0. Equation (1) assign a weight
inversely proportional to its depth to a leaf
node. Otherwise, an average of its children
weights is assigned when its depth is deeper or
equal to 4. When the depth is shallower than
4, the node is put heavy weight 100. This
value works as threshold. Figure 2 illustrates
an example of this weighting scheme. A dis-
tance of two nodes is calculated by summing
weights of all nodes on the path between the
nodes.

3/(8+8+25/3)
=9/73

2/(8+8)
=1/8

3/(8+8+8)
=1/8

3/(8+9+8)
=3/25

1/8 1/8 1/8 1/8 1/8 1/8 1/82/(9+9)
=1/9

1/9 1/9

6

7

8

9

depth

Figure 2: An example of path weighting

For the second problem, we set a (mini-
mum) threshold on plausible links between
word senses and semantic classes. This value
was set to 100 in the experiments described
below. This threashold is reflected in the first
case in equation (1).

3.3 Normalizing orthographical
variants

There are orthographical differences between
the Iwanami dictionary and Nihongo Goi
Taikei . In order to resolve such differences,
entry words are preprocessed before linking
in the following way.

• When a word can be written in several
forms, the Iwanami dictionary denotes
the word in a particular way. For ex-
ample, characters enclosed in parenthe-
ses are optional, such as in “明 (か) り
(light)”. All possible lexicalisations are
generated is such cases. With this exam-
ple, therefore, we would generate “明か

り” and “明り”. When finding the corre-
sponding semantic classes, all expanded
forms are used.

• The Iwanami dictionary tends to use hi-
ragana (phonograms) in definition sen-
tences, which causes mismatches when
finding the semantic class of the super-
ordinate word. On failing to find a se-
mantic class, hiragana strings are con-
verted into kanzi strings by referring to
the Iwanami dictionary, and the search is
retried.

• When the idetified superordinate word is
a compound noun and not found in the
thesaurus, its head noun (the rightmost
noun) is searched for. For example, “
一年生植物 (annual plant)” is not found
in the thesaurus, but a search for “植物
(plant)” succeeds.

3.4 Experiments

We first evaluated our method of identify-
ing superordinate words, as described in Sec-
tion 3.1. Table 1 shows the results of our
experiments. We categorized the seven pat-
terns (a) through (g) in Section 3.1 into three
groups, and evaluated the performance of
each group. Precision is calculated based
on human inspection of 300 sample entries
(100 for each group). There are 64,082 word
senses defined for nouns in the Iwanami dic-
tionary, and hence the coverage of our method
is 64.1%.

Group # word senses Precision

(a) 36,485 92%

(b), (c) 1,901 86%

(d), (e), (f), (g) 2,692 93%

Total/weighted ave. 41,078 91.8%

Table 1: Precision of superordinate word
identification

Using these results, we linked word senses
in the Iwanami dictionary with semantic
classes in Nihongo Goi Taikei by the method
described in Sections 3.2 and 3.3. 43,884
words are included in both the Iwanami dic-
tionary and Nihongo Goi Taikei , account-
ing for a total of 55,875 word senses. The



proposed method found semantic classes for
27,853 word senses out of 55,875. Therefore
we achieved a coverage of 49.8%. Based on
manual inspection of 100 sample entries, the
precision was 84.5%1

4 Linking by common verbs

We achieved relatively high precision in link-
ing word senses with semantic classes based
simply on the superordinate words of entry
words. However coverage is far from satisfac-
tory. In order to improve coverage, in this
section we introduce a new linking method
based on common verbs shared by the dictio-
nary definitions of different entry words.
When an entry word means a certain

action, its dictionary definition often cor-
responds to the pattern “〈verb〉 こと (to
〈verb〉)”, as in “飲酒: 酒を飲むこと (to drink
(alcohol))”. Entries defined using the same
verb tend to share the same semantic class.
Using the distribution of semantic classes of
linked entries, we make links between word
senses and semantic classes. Links are estab-
lished by the following procedure.

1. Calculate the frequency fr(v, c) of en-
try w with definition sentence ending in
“〈verb v〉こと” being classified as seman-
tic class c in the thesaurus.

2. Calculate the probability P (c|v) for all
pairs v and c where fr(v, c) ≥ 2.

P (c|v) = fr(v, c)∑
ci∈Cv

fr(v, ci)
,

where Cv = {c|fr(v, c) ≥ 2}.

3. If the candidate semantic classes of an
entry w are cw1 , . . . , cwn , and those of
entries with definitions involving verb v
are cv1 , . . . , cvm , calculate the distance
dist(cwi , cvj ) between every cwi and cvj

based on the method described in Sec-
tion 3.2.

1The judgement was done in three leves; correct,
partially correct and wrong. A partially correct case
was counted as 0.5, which took 5 % of call cases.

4. Find the pair (cwi , cvj ) giving the mini-

mum value of
dist(cwi , cvj )

P (cvj |vj)
, and link the

word sense to semantic class cwj .

In step 4 above, dividing the distance by
P (cv |v) increases the distance when verb v
of entry w does not strongly suggest semantic
class cv . Prior to this step, the orthography-
based preprocessing described in Section 3.3
is also done.
In addition to the links obtained by the

method based on superordinate words, we ob-
tained a further 6,486 links by this method. In
total, we have thus obtained 34,339 links, im-
proving coverage from 49.8% to 61.4%. The
precision of the new links is 90.0%, based on
manual inspection of 100 sample entries. The
combined precision is thus 85.5%.

5 Related work

Chen and Chang took a different appoach to
achieve the same goal as us (Chen and Chang,
1998). Their method, the Linksense algo-
rithm, utilizes an information retrieval tech-
nique, that is, the dictionary definition of each
word sense is treated as a query, and semantic
classes in the thesaurus are treated as docu-
ments for retrieval. In this section, we apply
the Linksense algorithm to the Iwanami dic-
tionary and Nihongo Goi Taikei , and com-
pare these two algorithms.
The Linksense algorithm calculates the

similarity between word sense D and semantic
class C based on the following formula:

Sim(D,C) =

∑
d∈KEYD

2 · wd · In(d,C)
|KEYD|+ 1

,

where KEYD is the set of keywords appear-
ing in definition sentences of word sense D,
wk is the inverse of the number of seman-
tic classes into which word d can be classi-
fied, and In(d,C) is a binary function, re-
turning 1 if d is classified into D or its an-
cestors or children, and 0 otherwise. The
definition of In(d,C) has been modified from
Chen and Chang’s original definition in order
to reflect the difference in language resources.



Chen and Chang used the Longman Dictio-
nary of Contemporary English (LDOCE) and
Longman Lexicon of Contemporary English
(LLOCE).
That link between D and C which gives

the maximum Sim(D,C) is selected as the
sense mapping. When Sim is below a certain
threshold (0 in our experiments), no link is
established.
Applying the Linksense algorithm to our

language resources, we were able to link
38,045 word senses to semantic classes, rep-
resenting coverage of 68.1% and precision of
79.5%.
Table 2 summarizes the performace of

Linksense and our proposed methods. We
can see that Linksense is superior to ours in
terms of coverage, but that we have the edge
in terms of precision. We suggest that this is
due to the robustness afforded by the infor-
mation retrieval technique used in Linksense.

Table 2: Comparison with Linksense

# word
senses Coverage Precision

Our method 34,339 61.4% 85.5%
(sup-word) 27,853 49.8% 84.5%
(verb) 6,486 11.6% 90.0%
Linksense 38,045 68.1% 79.5%

We evaluated the overlap of word senses
successfully linked by both methods, and
present the results in Table 3. A total of
27,199 word senses were mapped onto seman-
tic classes by the respective methods, of which
24,457 were mapped by both methods and
2,607 by only one of the two methods. For
these word senses, there was no significant
difference in precision between Linksense and
our method.
7,139 word senses were linked by our pro-

posed method but not by Linksense. The
reverse case was observed for 10,846 word
senses. Again, Linksense achieves higher cov-
erage, but significantly lower precision (57%
vs 83%).
We further qualitatively investigated the

results of these two methods and discovered

the following characteristic.

• Linksense tends to link word senses to re-
lated but not fully appropriate semantic
classes. For example, Linksense linked “
愛書 (to love books)” to the two semantic
classes “出版物 (published matter)” and
“本 (内容) (book (contents))”. This oc-
curs because Linksense uses an informa-
tion retrieval technique.

• Our proposed method tends to link word
senses to one semantic class, whereas
Linksense tends to link them to more
than one class. This tendency reflects the
difference in distance (similarity) mea-
sure. Linksense similarity is based on
overlap of keywords. Since the number
of keywords in the dictionary definition
is few, this measure often returns a tied
score.

• In both methods, almost 80% of failed
cases correspond to the instance of a link
being established where there is no corre-
sponding semantic class in the thesaurus.

6 Concluding remarks

This paper has proposed a method to find the
relation between word senses in a dictionary
and semantic classes in a thesaurus. We first
analyze the dictionary definition of each word
sense, and identify its superordinate word us-
ing a pattern matching technique. By cal-
culating the distance between the entry word
and its superordinate word, the corresponding
semantic class is identified. Through exper-
iments with the Iwanami dictionary and Ni-
hongo Goi Taikei (NTT Japanese thesaurus),
the proposed method was able to establish
links for 49.8% of word senses in the dictio-
nary, at 84.5% precision.
In order to improve coverage, we intro-

duced another method based on common
verbs appearing in dictionary definitions.
This method improved the coverage to 61.4%
and the precision to 85.5%.
We went on to compare our method with

the Linksense algorithm, which is based on
an information retrieval technique. We found



Table 3: Overlap with Linksense
Linked by # word Coverage Precision

senses Our method Linksense
Both methods 27,199 48.7% 86.1% 86.4%
Overlap 24,457 43.8% 87.0% 87.0%
No overlap 2,607 4.7% 82.0% 85.0%
Only our method 7,139 12.8% 83.0% —
Only Linksense 10,846 19.4% — 57.0%

Linksense to be slightly better in coverage,
but our method to be superior in precision.
We obtained promising results in precision,

but coverage needs further improvement. For
this pourpose, further analysis of dictionary
definitions is necessary. In particular, with
the current method, only the first sentence of
the word sense definition is analyzed in identi-
fying the superordinate word. However, there
are cases where related but slightly different
meanings are defined in succeeding sentences.
Another issue to resolve is precise criteria

to judge if a corresponding semantic class ac-
tually exists in the thesaurus. Both the pro-
posed method and Linksense tend to establish
wrong links due to the lack of a corresponding
semantic class.
As the comparison of the proposed method

with the Linksense algorithm suggested, the
different approaches display common results
to a certain extent, but do not overlap per-
fectly. Integrating the different approaches
might improve overall performance. Investi-
gation in this direction is necessary.
Another direction of future work includes

integrating other types of linguistic resources.
In this paper, we focused on nouns. When
considering verbs, integration of semantic
knowledge and syntactic knowledge such as
subcategorization frames would be possible.
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