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1 Introduction

Although large-scale grammars are prerequisite for parsing a great variety of sen-
tences, it is difficult to build such grammars by hand. Yet, it is possible to build a
context-free grammar (CFG) by deriving it from a syntactically annotated corpus.
Many such corpora have been built recently to obtain statistical information con-
cerning corpus-based NLP technologies. For English, it is well known that a CFG
derived from the Penn Treebank corpus (tree-bank grammar) can parse sentences
with high accuracy and coverage although the method for deriving a CFG is very
simple [1]. Actually, there have been quite a few studies concerning this kind of
grammars. For Japanese, however, CFGs cannot be derived using the Charniak’s
method since there is no large-scale syntactically annotated corpus such as the
Penn Treebank corpus 1. Therefore such corpus needs to be developed to enable
derivation of a large-scale CFG.

However, even if a large-scale, syntactically annotated corpus were already
available, a CFG derived from it can be unsatisfactory, in as it creates a great num-
ber of possible parses (in average more than 1012, according to our preliminary
experiment). Too many parse results do not only reduce the parsing accuracy and
parsing speed, but also require larger memory to parse and store long sentences.
Although Charniak has removed some CFG rules (e.g. rules occurring only once

1The EDR Japanese corpus [4] is one of the large-scale Japanese corpora. However, unlike the
Penn Treebank corpus, it is a bracketed corpus (nonterminal symbols are not assigned to each in-
termediate node). Shirai et al. proposed a method to derive a CFG from the EDR corpus, guessing
nonterminal symbols to be assigned automatically to each intermediate node using some heuristics
[17].



in the corpus) to avoid such problems, this is not enough, as the rules that occur
more than once may also increase ambiguity.

Since the sentences of a normal, syntactically annotated corpus have “seman-
tically correct” structure, the derived grammar creates many parse results, repre-
senting a different possible reading, i.e. meaning. A syntactic parser does not deal
with semantics. Hence, it is difficult to deal with ambiguity of that sort. On the
other hand, if the parser creates many different parses, it becomes difficult to dis-
ambiguate the results, even if semantic analysis is carried out after the syntactic
parsing. We assume that syntactic analysis based on a large-scale CFG is followed
by semantic analysis. Since the parse results are sent to the subsequent semantic
processing, the number of parse results should be as small as possible. Therefore,
it is necessary to build a CFG that minimizes the ambiguity during the syntactic
parsing.

We attempt to build such a CFG from a syntactically annotated corpus, by using
the following method: (1) derive a CFG from an existing syntactically annotated
corpus, (2) analyze causes of ambiguity, (3) create a policy for modifying the cor-
pus, (4) modify the corpus according to the policy and derive again a CFG from it,
(5) repeat steps (2), (3) and (4) until all problems are solved. While repeating the
steps (2) - (4) is labor-intensive and time-consuming, it is very important to do so
in order to build an adequate, large-scale CFG for syntactic parsing.

In this paper, we propose a method for building such a large-scale Japanese
CFG, under the assumption that the parse results will be subsequently sent to the
semantic processing module. We also provide an experimental evaluation of the
obtained CFG showing reduction in the number of parse results (reduced ambi-
guity) created by the CFG and the improved parsing accuracy. Several methods
for tree transformation have been proposed for other languages [10, 16]. Although
our work is similar, the difference is that we consider parsing ambiguity as well as
parsing accuracy. Note that the CFG described in this paper does not perform any
semantic analysis, it deals with syntax only. While our syntactic structures might
look a bit odd from a semantic point of view, they are useful for keeping ambiguity
low during syntactic parsing.

2 Causes of Ambiguity

To decrease the ambiguity (i.e the number of parse results), we start by analyzing
main causes. There are four main causes of ambiguity:

Human Errors: Human annotators sometimes make mistakes when annotating
syntactic structure of a sentence. If there are mistakes in the corpus, the
derived CFG is likely to produce an incorrect structure.



Inconsistency: There may be contradiction concerning the structure since large-
scale corpora are usually built incrementally and by several annotators. A
CFG derived from an inconsistent corpus can yield many parse results with
inconsistent structures.

Lack of Syntactic Information: Some important syntactic information might be
lost during the CFG derivation since CFG rules generally represent only
structures of subtrees of depth one (relation between a parent node and some
child node). Yet, in case of Japanese, a verb phrase can be an adnominal
phrase, continuous clause, or subordinate clause. In order to decide which
one to choose, one has to consider verb conjugation or particles (postposi-
tions) at the end of the phrase. In a sentence like “boushi wo kabutteiru hito
wo mita(I saw the person wearing a hat)”, the verb phrase “boushi wo kabut-
teiru (wearing a hat)” could be an adnominal phrase, because the conjuga-
tion of the verb “kabutteiru(wear)” is an adnominal form. If no information
concerning verb conjugation can be assigned at intermediate nodes of the
subtree covering the verb phrase, it is not clear whether the verb phrase is an
adnominal phrase or continuous clause.

Need for Semantic Information: Semantic information is necessary for disam-
biguation in some cases (e.g. PP attachment problem for English). In the
case of a phrase like “kare no me no iro”, one cannot decide whether the
adnominal phrase “kare no(his)” should be attached to the noun “me(eyes)”
(the phrase meaning “color of his eyes”), or to the noun “iro (color)” (the
phrase meaning “his color of eyes”) by relying solely on syntactic informa-
tion.

Since the first and second causes are types of annotation errors, they need to be
corrected manually as soon as they are found 2. On the other hand, since the third
and fourth causes are not errors, they can be handled by modifying the structures
in the syntactically annotated corpus and by deriving the CFG from this newly-
annotated corpus.

3 Policy for Modifying the Corpus and the CFG

In order to avoid the third cause of ambiguity, information should be added to each
intermediate node in the structure, where necessary. On the other hand, some am-

2Although this kind of error can be automatically corrected (or detected) in some methods [2, 3],
not all of them can be corrected. They should be manually corrected at the end. Furthermore,
Japanese has another problem that English does not have: there are potential errors in word segmen-
tation since words are not separated by spaces.



biguity due to the fourth cause should be left to the subsequent semantic processing
since it is difficult to reduce the ambiguity without recourse to semantic informa-
tion during syntactic parsing. This can be achieved by representing the ambiguous
cases as the same structure.

We have considered modification for verb conjugation, compound noun struc-
ture, adverbial and adnominal phrase attachment and conjunctive structure. In this
section, we describe their modification briefly. The details are given in [14].

3.1 Verb Conjugation

As mentioned in the previous section, information of verb conjugation or particles
(postpositions) at the end of the verb phrase is important to judge whether the
phrase should be adverbial phrase or adnominal phrase. We add the information
to each intermediate node related to the verb (cf. “SPLIT-VP” in [10] and “Verb
Form” in [16]).

3.2 Compound Noun Structure

In general, it is difficult to disambiguate structure of compound noun without any
semantic information. Shirai et al. modify their CFG to produce a right linear
binary branching tree for compound nouns during the parse [17]3. We modify the
structure in the same way: structure ambiguity of compound noun is represented
as the same structure regardless of the meaning or word-formation.

3.3 Adverbial and Adnominal Phrase Attachment

Semantic information is necessary to disambiguate adverbial and adnominal phrase
attachment. However, it is meaningless to represent all of the ambiguity as the
same structure regardless of the meaning, since it means no decision about phrase
attachment is made during syntactic parsing and it makes the subsequent semantic
processing difficult. Some of the ambiguity should be represented as the different
structure (i.e. the ambiguity is unresolved during syntactic parsing). We represent
structure ambiguity of adnominal phrase attachment as the same structure regard-
less of the meaning while we distinguish structure ambiguity of adverbial phrase
attachment by meaning. In case of a phrase like “watashi no chichi no hon(my
father’s book)”, the structure is same whether the adnominal phrase “watashi no

3Instead of the term “compound noun”, Shirai et al. use the term “compound word”, meaning by
that term any constituent covering an identical part-of-speech (POS) sequence (e.g. a noun sequence).
Our term “compound noun” refers to the fact that the constituent under study acts as a noun and
consists of nouns, suffixes, prefixes, etc. (there is no need for an identical POS sequence.)



(my)” attaches to the noun “chichi (father)” or the noun “hon(book)”. On the other
hand, in case of a sentence like “kare ga umi wo egaita e wo katta”, we distinguish
the structure according to whether the adverbial phrase “kare ga(he)” attaches to
the verb “egaita(paint)” (it means “I bought a picture of a sea painted by him”) or
the verb “katta(buy)” (it means “he bought a picture of a sea”).

Since we believe that a different algorithm should be used to disambiguate ad-
verbial phrase attachment and adnominal phrase attachment in Japanese, we have
decided to deal with them separately. This means that the ambiguity concerning
whether a phrase is an adverbial phrase or adnominal phrase remains during syn-
tactic parsing. However, this increase of ambiguity is not very big. Actually, in
Japanese it is relatively easy to discriminate between an adverbial and adnomi-
nal phrase 4. We have also decided to annotate a corpus as described above since
adverbial phrase attachment can be disambiguated in some cases using syntactic
information (e.g. particles, punctuation).

3.4 Conjunctive Structure

In general, parsing accuracy of the sentences containing conjunctive structures is
significantly worse than that of sentences without such structures. Our preliminary
experiments show that the sentence accuracy of such sentences is only about half
of the rest 5. Coping with conjunctive structures is important for improving overall
accuracy.

Since semantic information is necessary for analysis of conjunctive structures,
it is difficult to disambiguate these structures in syntactic parsing. Kurohashi et
al. propose a method that first detects conjunctive structures in a sentence, then
analyzes the dependency structure of the sentence in order to disambiguate them
[9]. Contrary to their method, our CFG does not specify conjunctive structures
during syntactic parsing, as they are assumed to be analyzed during the subsequent
semantic processing (similar to “Coordinated Categories” in [16]).

4 Evaluation

To evaluate the efficiency of the CFG modified according to our policy, we consider
two aspects, both of which are important: the number of parse results created by
the derived CFG, and the accuracy of the parsing achieved when using the CFG.

4There are cases where this discrimination is not so easy. For instance, the adverb “hobo” can be
an adverbial phrase in the case of a sentence like “hobo owatta(it has almost been finished)” while it
can be an adnominal phrase in the case of a sentence like “hobo zen’in ga kita(nearly everyone has
come)”, however, these cases are quite limited in number.

5The definition of sentence accuracy is described later.



As mentioned earlier, it is important to decrease the number of parse results, as this
speeds up the processing while reducing memory load. It goes without saying that
it is more important to increase the accuracy of the parsing rather than to speed up
the process. We evaluated on the EDR Japanese corpus [4] (we refer to this corpus
as “EDR corpus”) and the RWC corpus [5].

4.1 Evaluation on the EDR corpus

The EDR corpus is a bracketed corpus with only skeletal structures recorded for
each sentences. The intermediate nodes of the structure are not assigned with non-
terminal symbols. We extracted 8,911 sentences (on average 20.01 morphemes in a
sentence) from it and manually annotated “semantically correct” structure of each
sentence (we refer to this corpus as “EDR original corpus”). Then we modified the
structure according to the policy described above by an annotation tool [15] (we
refer to this corpus as “EDR modified corpus”).

We followed bracket structure in the EDR corpus to annotate “EDR original
corpus”. Since POS system of the EDR corpus is so coarse (only 15 POS tags),
we assigned fine-grained POS tags from the EDR Japanese word dictionary. Each
word in this dictionary has left and right adjacency attribute (i.e. information about
what kind of POS tag can precede or follow the word) and surface case information
for verbs and adjectives (i.e. information about what kind of case the verb or
adjective takes) 6 as well as POS tag. We combined them and used as the POS
tag set for the both EDR original corpus and EDR modified corpus.

CFGs are derived from the original and modified corpus (we refer to these two
CFGs as “EDR original CFG” and “EDR modified CFG” respectively), and used
to parse POS sequences of sentences in the corpus by MSLR parser [18] 7. The
number of rules in two CFGs and the number of parse results are shown in Table
1. The number of parse results decreased by 107 order, while the number of CFG
rules increased by 255 8.

Next, we ranked parse results by training the parser according to the proba-
bilistic generalized LR (PGLR) model [6] using 10-fold cross-validation (CFGs
were derived from the training data only). We examined three kinds of evaluation
metrics:

Coverage = 1 − # sentences failed in parsing
# all sentences

6In case of English, it is similar to information about whether the verb is intransitive, transitive or
ditransitive.

7Although MSLR parser integrates morphological and syntactic analysis of unsegmented sen-
tences, it can perform only syntactic parsing by giving POS sequences as inputs.

8The number of terminal symbols does not change because we have not modified any POS tags
under our policy.



Table 1: The number of CFG rules and the number of parse results (EDR original
CFG vs EDR modified CFG)

# CFG rules # non-terminals # terminals # parse results
EDR (original) 1,694 249 600 1.868 × 1012

EDR (modified) 1,949 279 600 9.355 × 105

Table 2: Coverage and recall (EDR original CFG vs EDR modified CFG)
Coverage Recall

EDR (original) 98.51% 96.63%
EDR (modified) 97.32% 95.88%

Recall =
# sentences parsed correctly

# all sentences

Sentence Accuracy =
# sentences parsed correctly in the top-n parse results

# all sentences

“Sentences failed in parsing” means no result can be created in parsing the sen-
tences. “Sentences parsed correctly” means the sentences in which all constituents
are labeled correctly (i.e. exact match) in all the parse results, and “Sentences
parsed correctly in the top-n parse results” means the sentences in which all con-
stituents are labeled correctly in the top-n parse results ranked by PGLR model.
Since the parse results are re-analyzed using semantic information in the subse-
quent processing, the structure of the parse result must match the correct structure
exactly. That is why we use this evaluation metric rather than labeled precision and
labeled recall, which are commonly used in evaluation of parsing.

Results are shown in Table 2 and Figure 1. Coverage and recall decreased
by around 1%. Despite the decrease of coverage and recall, sentence accuracy
increased about 8% under assumption that the top-100 parse results are re-analyzed
in the subsequent processing. On the other hand, only the top-10 parse results are
enough for the EDR modified CFG to overcome the accuracy among top-100 parse
results using the EDR original CFG.

Some readers might take it for granted that sentence accuracy increases if the
EDR modified corpus is used as a gold-standard because certain difficult deci-
sions are not made in annotation and left to the subsequent processing. To test
the accuracy if the EDR original corpus is used as a gold-standard, we randomly
selected 100 sentences from the EDR modified corpus and examined dependency
accuracy (the percentage of correct dependency relations out of all dependency re-
lations) of the top parse results ranked by PGLR model (the EDR original corpus is
used as a gold-standard). Since phrase structure is annotated in the corpus and the



30

40

50

60

70

80

90

100

0 20 40 60 80 100

se
nt

en
ce

 a
cc

ur
ac

y 
(%

)

rank by PGLR model (top-n parse trees)

94.66

86.23

EDR(modified)

EDR(original)

Figure 1: Sentence accuracy (EDR original CFG vs EDR modified CFG)

EDR modified CFG does not create dependency structures but phrase structures,
we converted the parse results and structures in the EDR original corpus to de-
pendency structures. Since the CFG does not determine adnominal phrase attach-
ment, we assume that every ambiguous adnominal phrase attaches to the nearest
noun. Whether the relation between two units is conjunctive or not is distinguished
in this evaluation. 96 sentences were correctly segmented into Japanese phrasal
units (bunsetsu), and dependency accuracy was 89.23%, which rivals the state-of-
the-art dependency analysis using support vector machine, maximum entropy, etc
[7, 8, 19] 9 although no semantic information is considered yet. We expect that
the accuracy will increase as soon as semantic information is incorporated in the
subsequent processing. The method of incorporating semantic information is left
for future research.

4.2 Evaluation on the RWC corpus

There is a problem with using the CFG derived from the EDR corpus: there is no
morphological analyzer based on the POS system used in this corpus. Thus we
evaluated on the RWC corpus, a tagged corpus whose POS system is based on the
Japanese morphological analyzer, ChaSen [12]. We extracted 16,421 sentences (on

9We cannot compare their model with ours absolute equity because they use different corpus and
carry out their experiment under different conditions.



average 21.71 morphemes in each sentence) from it and we annotated the “modified
corpus” only without annotating the “original corpus” according to [11]. We refer
the CFG derived from the corpus as “RWC CFG”.

The POS system of the RWC corpus (i.e. the POS system of ChaSen) is not
sufficient for syntactic parsing. For instance, particles (postpositions) should be
classified by word [17]. Some word sequences such as phrases which act as aux-
iliary verbs should be merged to reduce unnecessary ambiguity. We convert POS
tags in the RWC corpus automatically before annotating. The main changes in POS
tags are follows:

1. Numeral sequences are merged (ChaSen splits numeral sequences along
characters).

2. Case particles are classified by case.

3. Verb endings for past tense (e.g. “ta”), gerund (e.g. “te”) and others (e.g.
“tara”, “tari”) 10 are merged with the previous verb [11].

4. Sequences of alphabet (i.e. roman) characters are labeled as common noun.

5. Word sequences which act as auxiliary verbs (e.g. “noda”) are merged.

6. Suffixes for changing nouns to verbs (e.g. “suru”) are separated from other
verbs.

7. Symbols which are usually used at the end of sentences (e.g. question mark)
are separated from other symbols [17].

8. Adverbs which are also used as noun modifiers are separated from other
adverbs (similar to “Adverbial Classification” in [16]).

9. The latter verbs of verb sequences in [13] are labeled as auxiliary verb. For
instance, a verb sequence “fuki kesu(blow out)” consists of two verbs “fuku
(blow)” and “kesu(put out)”, and the latter verb “kesu” is labeled as auxiliary
verb.

We evaluated on the corpus and the CFG derived from it in the same way as
we did for the EDR corpus. Results are shown in Table 3, Table 4 and Figure 2.
The number of parse results was 9.599 × 104, coverage and recall were 98.38%
and 97.18% respectively, and sentence accuracy among top-100 parse results was
95.76%. These results are comparable to the evaluation on the EDR corpus11.

10This type of verb ending is called “ta-series ending” [11].
11We have not examined dependency accuracy, since we did not annotate the “original corpus”.



Table 3: The number of CFG rules and the number of parse results (EDR modified
CFG vs RWC CFG)

# CFG rules # non-terminals # terminals # parse results
EDR (modified) 1,949 279 600 9.355 × 105

RWC 2,556 290 391 9.599 × 104

Table 4: Coverage and recall (EDR modified CFG vs RWC CFG)
Coverage Recall

EDR (modified) 97.32% 95.88%
RWC 98.38% 97.18%

5 Conclusion

Although a large-scale CFG can be derived from a syntactically annotated corpus,
in general, such CFGs create a large number of parse results. The principal cause
is due to the fact that such CFGs are not built so as to sufficiently limit the am-
biguity. We show that a practical large-scale CFG for syntactic parsing can be
built by investigating the cause of increased ambiguity and modifying a corpus and
consequently a CFG to remove the cause of such ambiguity.

Since we assume that the parse results created by our CFG are re-analyzed
in the subsequent processing, we have to provide a method for re-analysis of the
parse results. Our policy for annotating a corpus has been considered with several
types of ambiguity: structure of compound noun, adnominal phrase attachment,
adverbial phrase attachment and conjunctive structure. We are planning to provide
each method individually and integrate them into one processing.
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