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Abstract

Unknown words such as proper nouns,
abbreviations, and acronyms are a ma-
jor obstacle in text processing. In par-
ticular, abbreviations are often used in
specific domains. In this paper, we
propose an automatic disabbreviation
method using context information. In
past research, a dictionary has conven-
tionally been used to search abbrevia-
tion expansion candidates for an abbre-
viation. We use an abbreviation-poor
text of the same domain instead of a
dictionary. We calculate the plausibil-
ity of expansion candidates based on the
similarity between the context of a tar-
get abbreviation and that of its expan-
sion candidates. The similarity is cal-
culated using the vector space model,
in which each vector element consists
of surrounding words. Experiments us-
ing about 10,000 documents in the avi-
ation domain showed that the proposed
method is superior to past methods by
10% in precision.

1 Introduction

Unknown words degrade the performance of text
processing applications, such as information re-
trieval and text data mining. By unknown words,
we mean tokens that are not recognized by the sys-
tem, including numbers, proper nouns, abbrevia-
tions, acronyms, misspellings, run-on words and
so on. In this paper, we focus on abbreviatons,
and propose a method to decipher them. Past
disabbreviation methods have tended to return
multiple candidate words and force the user to
make the final choice, due to low system preci-
sion. When applying the system to a task, such
as text-to-speech synthesis, however, the system
is required to perform fully automatic disabbrevi-
ation.

Most existing disabbreviation techniques use
only the abbreviations themselves, without tak-
ing into account any information that might be
gleaned from the linguistic or textual context in
which the string appears. When people expand
the abbreviation to the original word, they rely
heavily on context information around the abbre-
viation (Rowe. and Laitinen., 1995). To improve
the system performance, context information is
necessary.

In a real world, abbreviations are used in vari-
ous domains and in various ways. To expand ab-
breviations, domain specific knowledge and dictio-
naries seem to be indispensable. Instead of con-
structing domain specific knowledge and dictio-
naries, we use the same domain corpus with less
abbreviations.

The aviation domain involves the frequent use
of abbreviations. We use ASRS (Aviation Safety
Reporting System) Dataset1, in which abbrevia-
tions are included in about 11.0% and acronyms
2.0% of all word occurrences based on manual in-
vestigation of an 8,000 word sample. The ASRS
Dataset is a collection of reports submitted by pi-
lots, air traffic controllers, flight attendants, me-
chanics, ground personnel, and others involved in
or observers of an incident or situation in which
aviation safety is compromised. Incident reports
are read by at least two ASRS aviation safety an-
alysts. This report system is designed to maintain
confidentiality and the anonymity of the reporter,
so all information which may identify the reporter
has been deleted including the aircraft name. In
this manner, an unspecified name “X”, such as
“aircraft X” is used very often. These unspecified
names are also unknown words. Our task is also
to distinguish these unspecified names and abbre-
viations. The ASRS Dataset is structured and
includes the report number, local date, weather
conditions as well as text data, which is divided
into a narrative and synopsis. The synopsis is

1ASRS data is available at
http://asrs.arc.nasa.gov/



shorter than the narrative and is a summary of
the narrative. We used the narrative portion of
the ASRS Dataset about 38 words per document
in our experiment.

We define abbreviations to be a short represen-
tation of a single word, e.g. “TKOF - takeoff”,
and acronyms to be a short representation of more
than one word, e.g. “ILS - Instrument Landing
System”. Hereafter, we denote abbreviations in
upper case, and the original word form in lower
case.

In the surface, disabbreviation appears similar
to spelling error correction (Kukich, 1992b), but
as (Rowe. and Laitinen., 1995) pointed out, ab-
breviations are much shorter than their original
word forms and lose more information than mis-
spellings.

(Kukich, 1992b) reported that most nonword
misspellings tend to be within two characters of
the correct spelling. In our experiment, we found
abbreviations to be 4.3 characters shorter than
their original word form. This means that it is
difficult to decipher the original form of the ab-
breviation with only character information.

The disabbreviation task is divided into three
sub-tasks; detection, expansion and ranking. Ab-
breviation detection is the easiest of these sub-
tasks. (Rowe. and Laitinen., 1995; Toole, 2000)
used a dictionary to search for abbreviation ex-
pansion candidates. In their method, if a gen-
eral dictionary is used, many irrelevant abbrevia-
tion expansion candidates will be produced, which
might degrade the system performance.

To search for abbreviation expansion candi-
dates, we use an abbreviation-poor corpus of the
same domain. An abbreviation-rich corpus in-
cludes a lot of abbreviations and an abbreviation-
poor corpus does not include many abbrevia-
tions. To rank them effectively and efficiently,
we propose a disabbreviation method which pri-
marily uses context information, i.e. words ap-
pearing before and after the abbreviation. Us-
ing an abbreviation-poor corpus, we can collect
words around abbreviation expansion candidates.
We assume that the words appearing around the
abbreviation and those appearing around its origi-
nal word form are statistically similar. The idea is
that if we use an abbreviation-poor corpus, we can
get abbreviation expansion candidates which ap-
pear in an abbreviation-rich corpus, without using
a dictionary. There are two reasons why we use
an abbreviation-poor corpus: (1) to use word fre-
quency information, and (2) an abbreviation-rich
corpus may not include the original form of a given
abbreviation. For an abbreviation-rich and an

abbreviation-poor corpus belonging to the same
domain, we can expect that most of the original
word forms of abbreviations in the abbreviation-
rich corpus will be included in the abbreviation-
poor corpus, share common context.

For this purpose, we use the NTSB (Na-
tional Transportation Safety Board)2 aviation ac-
cidents synopses as our abbreviation-poor cor-
pus. “TKOFF” appears 1,156 times in the ASRS
dataset, but “takeoff” never appears, whereas
“TKOFF” appears 28 times and “takeoff” 344
times in the NTSB dataset (“TKOFF” is an ab-
breviation of “takeoff” in the ASRS dataset).
Characteristics of the ASRS and NTSB dataset
are given in Table 1.

Table 1: ASRS and NTSB datasets

ASRS NTSB
#docs 2,648 3,937
#words (token) 677,725 426,717
#words (type) 18,422 14,940
ave. #words/doc 260 108
#unkown words (token) 100,983 33,575
#unkown words (type) 6,077 7,190
ave. #unkown words/doc 38.1 8.5
unkown word ratio 14.9% 8.5%

We made the following assumptions about ab-
breviations in a specific domain:

1. Abbreviations include less characters than
their original word forms.

2. The characters used in an abbreviation are
a subset of those appearing in the original
word form and occur in the same order, ex-
cept “X”, “–”, and “/”, e.g. “TKOF – take-
off”, “WX – weather”.

3. Abbreviations are not real words.

4. Abbreviations correspond to unique words.

One may think that if a fixed abbreviation list
is available, no problem exists. However, in a real
world, different persons or even the same person
may abbreviate the same word differently, so a
fixed list of abbreviations has limited application
(e.g., both “A/C” and “ACFT” stand for “air-
craft”).

2 System design

We consider unknown words as abbreviation can-
didates (hypothesis 3). To detect unknown words,

2URL:http://www.ntsb.gov/aviation/aviation.htm



we take a tagged corpus and make use of “un-
known word” information annotated by the tag-
ger. When an unknown word appears, it may or
may not be an abbreviation. The system searches
for abbreviation expansion candidates from an
abbreviation-poor corpus using hypotheses 1 and
2. Then the system collects the words around the
abbreviation candidate and abbreviation expan-
sion candidates. Using this information, the sys-
tem decides which abbreviation expansion candi-
date is most appropriate for the original form of
the abbreviation or alternatively that none of the
abbreviation expansion candidates are appropri-
ate for the original form of the abbreviation, that
is, the system decides that the unknown word is
not an abbreviation.

As is evident above, our system can be divided
into three parts: an unknown word detection, ab-
breviation candidate expansion, and ranking.

We tagged the ASRS and NTSB datasets using
TreeTagger (Schmid, 1994; Schmid, 1995). Tree-
Tagger annotates text with part-of-speech and
lemma information. TreeTagger annotates words
as “unknown” when they are not listed in the tag-
ger dictionary.

We pick “unknown” words as abbreviation can-
didates only when they are annotated with the
Noun, Verb, Adjective, Adverb or Preposition
part-of-speech tags (POS filter).

Next, the words which appear before and af-
ter the abbreviation candidate are collected. As
TreeTagger provides the root form of each word,
we use this information in word collection, and
no further stemming is required. In collecting the
words around the abbreviation candidate, all oc-
currences of the same type of the abbreviation are
collected together (hypothesis 4). We used a win-
dow of size 3. In our preliminary test, we exper-
imented windows of size 3 and 5. We found no
noticeable difference between them. The window
size may be greater than the syntactical scope of
the word, but this is beyond the scope of this pa-
per. We pick “unknown” words as abbreviation
candidates only when they are annotated with
the Noun, Verb, Adjective, Adverb or Preposition
part-of-speech tags (POS filter).

Next, the words which appear before and af-
ter the abbreviation candidate are collected. As
TreeTagger provides the root form of each word,
we use this information in word collection, and
no further stemming is required. In collecting the
words around the abbreviation candidate, all oc-
currences of the same type of the abbreviation are
collected together (hypothesis 4). We used a win-
dow of size 3. In our preliminary test, we exper-

imented windows of size 3 and 5. We found no
noticeable difference between them. The window
size may be greater than the syntactical scope of
the word, but this is beyond the scope of this pa-
per.

Next, abbreviation expansion candidates for the
abbreviation are searched for using hypotheses
1 and 2 in an abbreviation-poor corpus. We
take only Nouns, Verbs, Adjectives, Adverbs
and Prepositions as abbreviation expansion can-
didates (POS filter). The same window size was
used here as for the abbreviation context. Figure 1
illustrates an overview of the system, and Figure 2
shows an example of content information.
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Figure 1: System overview

2.1 Term weighting

We take the word context around the abbrevia-
tion to be a query and each expansion candidate
to be a document and the word context around
the expansion candidate to be the content of the
document, in information retrieval terms.

In information retrieval, many of the most fre-
quently occurring words such as “the” and “or”
are eliminated from indexing terms, because these
words have no specific meaning in each individual
document (Frakes and Baeza-Yates, 1992). How-
ever, in our case, many abbreviations are sur-
rounded by function words representative of the
nature of the abbreviation, as an abbreviation is
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... AT that time control TWR advised me that ...

... 2 mile out the TWR cleared us to ...

... the air traffic control tower when he took off...

... runway 21 when the towercleared him to ...

... a late go-around toward rapidly rising terrain ...

... began a turn back toward the airport and ...

context information context information

TWR :
advise(1) clear(1) control(1) me(1) mile(1) out(1)

that(2) the(1) time(1) to(1) us(1)

tower :
air(1) clear(1) control(1) he(1) him(1) take(1) the(1)

to(1) traffic(1) when(2) 21(1)

toward :
a(2) airport(1) and(1) back(1) go-around(1) late(1)

rapidly(1) rising(1) terrain(1) the(1) turn(1)

1: tower : 0.286

2: toward : 0.071

Figure 2: An example of context information

not a document, but a single word. We think that
word such as “CLRD – cleared” is often followed
by words like “to” or “for”(for example ...cleared
to land. ...cleared for takeoff.) , and that elimi-
nating these words makes an adverse effect. Our
test supported this design choice. As such, we did
not eliminate function words.

Term weights are assigned to documents and
queries using either tf (term frequency) or tf-idf
(term frequency-inverse document frequency). In
information retrieval, tf contributes to recall and
idf is used to improve precision. tf and idf are usu-
ally combined by multiplying tf by idf denoted by
tf-idf. On weighting the words, we evaluated both
tf and tf-idf in our preliminary test, and found
no noticeable difference between them. We thus
chose to use tf for weighting. (Hearst, 1997) also
posited that tf-idf is not accurate when comparing
adjacent pieces of text, and tf seems more robust
for this purpose. We think that using idf may de-
grade performance because rare words which oc-
cur around abbreviations or abbreviation expan-
sion candidates are not representative of them.
Also, regarding abbreviations as types and col-
lecting all words around a given type may cancel
out rare words.

2.2 Ranking

To rank candidate words, the Vector Space model
(Salton, 1988) is used, in which documents and
queries are represented in a multi-dimensional
space. Each dimension corresponds to a docu-
ment/query term.

In measuring vector similarity, we used the co-
sine metric.

score =
∑n

i=1 xiyi√∑n
i=1 x2

i

√∑n
i=1 y2

i

,

where xi and yi are elements appearing around
the abbreviation and the abbreviation expansion
candidate, respectively.

(Kukich, 1992a) reported that the cosine met-
ric was best in terms of overall effectiveness and
efficiency for spelling correction.

2.3 System decision

Abbreviation expansion candidates are ranked by
the above score. Then the system has to choose
the final answer from amongst these ranked ab-
breviation expansion candidates, or judge that the
unknown word is not an abbreviation. To do this,
we utilize various rules as follows:

1. Rule 1
The highest scoring abbreviation expansion



candidate is the original word form of the ab-
breviation.

2. Rule 2
As (Uthurusamy. et al., 1993) pointed out
English speakers tend to truncate (chop off a
word-final substring) or contract (remove in-
ternal characters), when abbreviating words.
We make use of these features and use the
C4.5 (Quinlan, 1993) decision tree based clas-
sification system to derive the effective rules
using the 9 features described below.

(a) First character match:
Abbreviations usually begin with the
same character as the original word form,
except when the abbreviation begins
with “X”, e.g., “XING – crossing”.

(b) Final character match:
In many cases, the abbreviation and the
original word form share the same final
character.

(c) Truncation:
e.g., “CAPT – captain”

(d) Missing vowels:
The lack of vowels in the abbreviation
over the abbreviation expansion candi-
date provides a strong indication of ab-
breviation expansion candidate,
e.g., “DSCNT – descent”

(e) Single substring with vowels and conso-
nants:
An abbreviation which is derived from
the original word form by removing a
single substring, including both vowels
and consonants provides a strong indi-
cation of abbreviation expansion candi-
date, e.g., “CLB – climb”

(f) Single substring with consonants:
An abbreviation which is derived from
the original word by removing a single
substring including only consonants pro-
vides a strong indication an inappropri-
ate abbreviation expansion candidate,
e.g., “CLIB – climb”

(g) Score:
Score of the cosine metric.

(h) ASRS frequency:
The abbreviation frequency in the ASRS
dataset.

(i) NTSB frequency:
The abbreviation expansion candidate
frequency in the NTSB dataset.

3. Rule 3
In addition to rule 2, we replace any initial

Xs with “TRANS”, “CROSS” and “OUT” to
find the candidate word.

4. Rule 4
In the aviation domain, acronyms too are
used frequently. However, acronyms are
used consistently in every text, e.g. “GS
– Glide Slope”. In addition to rule 3, we
use a fixed acronym list which contains 114
acronyms, to distinguish between abbrevia-
tions and acronyms.

5. Rule 5
In the aviation domain, IATA (International
Air Transport Association) Airport 3-letter
codes are used commonly. In addition to rule
4, we use IATA airport codes to distinguish
between abbreviations and airport codes.

3 Evaluation

We used 10,000 ASRS documents in our experi-
ment. Among these ASRS documents, 2,648 doc-
uments include the narrative part, so we used
these 2,648 documents (Table 1). In these doc-
uments, 260 different types of abbreviations were
found by manually check through unknown words
detected by the system. However, other abbre-
viations are also included in the ASRS dataset,
which were not identified as unknown words by
the tagger.

We chose 20 documents to choose abbreviation
types for test, which are included in these 20 doc-
uments and we got 106 different types of abbre-
viations. Among these 106 abbreviation types,
79 abbreviations were detected as abbreviation
expansion candidates by the system, 5 abbrevi-
ations had no abbreviation expansion candidate
in the NTSB dataset and 22 abbreviations were
not detected abbreviation expansion candidates,
because the tagger did not analyze them as un-
known words. The abbreviation “MI” corresponds
to both “miles” and “minutes” in the 20 docu-
ment samples (hypothesis 4 does not hold). Thus
we have a total of 107 different abbreviations in
the documents. As the system did not detect 22
of these as unknown words, these 22 words are
not included in the 260 different types of abbre-
viations which the system detected. We used the
remaining 176 types of abbreviations for training
(176=260-(106-22)). In this way, we avoided in-
cluding the same types of abbreviations in both
training and test.

To evaluate the system, we use precision and
recall. Precision and recall are defined as below:

precision =
w

w + x + y



recall =
w

w + x + z
,

where w is the number of the abbreviation types
which are correctly disabbreviated; x is the num-
ber of the abbreviation types which are incorrectly
disabbreviated; y is the number of the abbrevi-
ation candiate types which are not actually ab-
breviations, but incorrectly disabbreviated by the
system; and z is number of the abbreviation types
which are not detected as abbreviations by the
system.

To evaluate our system, we experimented with
the various rules described in section 2.3. Using
rule 5, recall degrades because the abbreviation in-
consistency occurs (hypothesis 3 does not hold),
e.g. “SVC” stands for both “service” and an air-
port name. Table 2 shows the result of 20 docu-
ments3

Table 2: Results of 20 documents

precision recall
(%) (%)

Rule 1 39.7 (54/136) 50.5 (54/107)
Rule 2 60.6 (60/99) 56.1 (60/107)
Rule 3 61.6 (61/99) 57.0 (61/107)
Rule 4 67.8 (61/90) 57.0 (61/107)
Rule 5 80.0 (52/65) 48.6 (52/107)

We generated evaluation data for these 20 doc-
uments by way of three annotators who are famil-
iar with the aviation domain. Annotators preci-
sion ranged from 85.7% to 94.9% and annotators
recall ranged from 50.4% to 78.5%, the average
annotators precision was 89.4% and the average
annotators recall was 64.8%. These result indi-
cate that persons who are familiar with this do-
main can decipher abbreviations better than our
system by 21% in precision and 7% in recall.

To avoid tagger errors, we manually labeled the
misrecognized 22 words as “unknown word”. The
results in Table 3 show that precision is almost
identical, but recall is about 10% higher compar-
ing with Table 2 results. So we can say that if
the tagger is constructed for the specific domain,
recall could be improved without degrading preci-
sion.

To evaluate system performance over the total
document set, we define recall* as below, because
we cannot check the whole dataset for abbrevia-
tions that are not recognized as unknown words

3The first author, who has an experience of working
in aviation field over 20 years, made an answer list.

Table 3: Results of 20 documents after relabelling
22 undetected abbreviations words as unknown
words

precision recall
(%) (%)

Rule 1 40.5 (64/158) 59.8 (64/107)
Rule 2 60.3 (73/121) 68.2 (73/107)
Rule 3 61.2 (74/121) 69.2 (74/107)
Rule 4 65.8 (73/111) 68.2 (73/107)
Rule 5 75.3 (58/77) 54.2 (58/107)

by the tagger.

recall∗ =
w

w + x

As mentioned above, if the tagger were con-
structed for the given domain, recall* would be
equal to recall. Table 4 shows this results.

Table 4: Results for overall document set

precision recall*
(%) (%)

Rule 1 24.2 (103/426) 39.5 (103/261)
Rule 2 50.0 (110/220) 42.1 (110/261)
Rule 3 52.1 (111/213) 42.5 (111/261)
Rule 4 56.3 (111/197) 42.5 (111/261)
Rule 5 70.6 (96/136) 36.8 (52/261)

Next, we compare our results with previous re-
sults, using precision, recall and F-measure. F-
measure is a combination of precision and recall
into a single measure of overall performance (van
Rijsbergen, 1979), in our experiment with equal
weight. (Toole, 2000) performed a two-stage dis-
abbreviation task, i.e. identifier and expander, us-
ing the ASRS dataset. (Toole, 2000) reported that
188 (different) unknown words were detected at
the abbreviation identifier stage. Of the 188 un-
known words, some were not abbreviations, but
incorrectly predicted by the abbreviation identi-
fier. (Toole, 2000) reported that there were only a
few errors. Recall of 58.5% is reported in the case
that the abbreviation expander returns only one
abbreviation expansion candidate. (Toole, 2000)
does not evaluate precision, but we estimate that
precision is few percent lower than recall, because
the abbreviation identifier makes a few isolated
mistakes. Our system recall is about the same,
but precision is 5-10% higher than the results of
(Toole, 2000). Our system F-measure is at least
1-3% higher than the results of (Toole, 2000) (Ta-
ble 5).



Table 5: Comparison with previous work (1)

precision recall F
(%) (%) (%)

(Toole, 2000) < 58.5 58.5 < 58.5
Ours (rule 3) 61.6 57.5 59.5
Ours (rule 4) 67.8 57.5 62.2

(Rowe. and Laitinen., 1995) proposed a sys-
tem in which the system and user work interac-
tively. That is, the system proposes abbreviation
expansion candidates one by one up to five can-
didates. The user judge whether each candidate
is the original word form of the abbreviation in
question. (Rowe. and Laitinen., 1995) did a dis-
abbreviation task using photograph captions, and
designed their system to accept up to two-word
phrases. (Toole, 2000) recalculated her results to
make them comparable and we also recalculated
our results in the same way. Our system recall is
about 7-8% lower than the previous results, but
precision is between 16-60% higher. Our system
F-measure is 10-50% higher (Table 6).

Table 6: Comparison with previous work (2)

precision recall F
(%) (%) (%)

(Rowe et al. 1995) 14.9 71.1 24.6
(Toole, 2000) 32.8 69.6 44.6
Ours (rule 3) 48.6 62.6 54.7
Ours (rule 4) 74.4 62.6 68.0
with tagger error correction
Ours (rule 3) 48.0 76.6 59.0
Ours (rule 4) 73.0 75.7 74.3

If the tagger dictionary were tuned to the do-
main, recall would also be higher than previous
results (Table 6 lower part).

4 Discussion

We conducted our disabbreviation experiment us-
ing ASRS Dataset, in which abbreviations are in-
cluded in about 11.0% of all entries. Texts such as
newspapers, magazines and so on do not usually
include so many abbreviations as ASRS Dataset,
but there are the same cases in automobile main-
tenance records or aircraft maintenance logbooks.
So we think our methods may be used in other
fields.

We used an abbreviation-poor corpus for
searching for abbreviation expansion candidates
instead of using a dictionary. One may think that

an abbreviation-poor corpus is not always avail-
able. In such a case, for a reporting system field
like ASRS, we can make an abbreviation-poor cor-
pus requesting analysts not to use abbreviations
for some duration of time. An abbreviation-poor
corpus can be considered as a kind of a train-
ing corpus. If a corpus includes both abbrevi-
ations and their original form, we may use this
corpus both as an abbreviation-rich corpus and
an abbreviation-poor corpus. As NTSB dataset is
this kind of corpus, we plan to test this idea.

The result of rule 3 shows that 17 types
of abbreviations were incorrectly disabbreviated.
Among these errors, 6 errors are inflection errors,
e.g., both “RPT” and “RPTED” were disabbre-
viated to “reportedly”, while the original form is
“report” and “reported”. This kind of error can
be corrected by finding the stem of the word (in
this case, “RPT” – “report”) and expanding its
inflectional forms.

“WX” was disabbreviated to “winds”, which is
the same semantic group of its original form of
“weather”, but it is difficult to discriminate them.

Among the abbreviation types which are not
detected as abbreviations by the system, 5 types
of abbreviations have no abbreviation expansion
candidate in an abbreviation-poor corpus. An-
other 2 types of abbreviaitons have abbreviation
expansion candidates, but their frequencies were
low, so these 2 types of abbreviations were not
detected as abbreviations by the system.

We manually labeled the misrecognized 22
words (AFT, ALT, APPROX, CA, COM, COMP,
CRS, DES, INFO, LAV, MI, MIN, MINS, N, NE,
NW, PAX, POS, REF, S, VIS, W) as “unknown
words” in Table 3. One may think that some ab-
breviations appear in the general-use dictionary.
We agree with this, but we want to check our sys-
tem performance in conservative way. There are
22 words, some of which appear in some dictio-
naries and not in other dictionaries.

In rule 4 and rule 5, we used a domain specific
dictionary. We can apply a domain specific dic-
tionary first to eliminate words appearing in this
dictionary from abbreviation candidate words be-
fore applying rules 1 to 3.

5 Conclusion

In this paper, we proposed a disabbreviation
method using context information and furnished
encouraging result. For example, “S” was success-
fully disabbreviated to “south” from among 2,725
abbreviation expansion candidates. This could
not be achieved without context information, be-
cause “S” is only one in character length and has



minimalistic character information.
In terms of portability, our method primarily

uses context information and we use only gen-
eral characteristics of English in rule 1 to rule 3,
so it may be transferred to other domains eas-
ily. Without domain specific knowledge, we can
achieve high precision and recall.

We use an abbreviation-poor corpus instead of
using a dictionary to search for abbreviation ex-
pansion candidates. By using this technique, our
system can obtain domain specific information au-
tomatically. The abbreviation-poor corpus used in
our experiment includes about 7,700 word types,
whereas (Toole, 2000) used a dictionary of about
35,000 entries and (Rowe. and Laitinen., 1995)
one of about 29,000 entries. Our dictionary con-
tains about 22–27% entries of the previous re-
search. This means that we can achieve high pre-
cision and recall by using our method.

Abbreviation inconsistency (the same abbrevi-
ation corresponding to different words) may be
resolved by using context information from each
abbreviation token (not abbreviation type), but
we have not experimented with this idea yet. In
this case, part-of-speech information for unknown
words in the abbreviation-rich corpus and part-
of-speech information for abbreviation expansion
candidates in the abbreviation-poor corpus may
be useful.
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