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Abstract

Transliteatingwordsandnamesrom one
language to andher is a frequent and
highly productve pheromenon Transli-
eratin is information loosng since im-
portant distinctions are not preseved in
the proces. Hence,autamatically con-
verting tranditeratedwordsbackinto their
original form is a real chalenge How-
ever, due to wide appicability in MT
andCLIR, it is acomputaionally interest-
ing problem. Previoudy proposedback
tranditeration methalsarebasdeithe on
phoreme modelirg or grapfeme model-
ing acrass languages. In this pape, we
propcse a newv methal, combiring the
two modek in orde to enhancetheback-
tranditerations of words tranditerated in
Japaese. Our experiments show that
the resuting sysem outperforms single-
modelsystems.

1 Intr oduction

With the adwent of techrology and increasedflow
of goods and senices, it has becane quite com-
mon to integratenew words from one languageto
anoher Wheneer a word is adopied into a new
language,pronuncation is adjustedto suit its pho-
neticinventory Furthemore,the orthograghic form
of the word is modified to allow repregntaton in
the tarmget languagescript. This proces of acqui
sition and assimilation of a new word into an ex-

tech.ac, p

isting writing sysemis referredto astranditeration
(Knight andGraehl,1998).

Since integration of new words is a very pro-
ductve process, it often hapensthatthe new pairs
arenotrecadedin machire or humandictionares.
Therefae, it is impossble to rely on the dictionary
lookup to find the trarsliterdion pairs. Failure to
find a tamet language equivalent representsa big
prodem in Machine Translaton (MT) wherefail-
uresin dictionarylookupscancaug trarslation fail-
ures. Furthemore, tranditeration representsa sig-
nificant problemin the field of Cross-Langageln-
formation Retrieval (CLIR) wherethe god is to re-
trieve all the related documentsin two or morelan-
guages(Lin andChen,2002) In mary caseghere-
sultswould be greatly improved,if the systemwere
ableto correctly idenify the English equivalent of
aJamneseor Koreantranditeraion andthenseart
for documetsbasdon theoriginal word.

Whenthesourcelanguageandthetargetlanguage
usethe same(or very similar) alphabet, there are
hardy ary problems, asthe spe&ers of both lan-
guages caneasily idenify the string. On the othe
hand if two languages use very different writing
codes, the acauired word undegoes heary trans
formation in order to become an accetabk vo-
cahllary entry For example the English word
cade is trarsliterated in Japaeseas ¥ rv ¥ =
“kyass hu”.1

We use italics to transcribethe English words, while
Japaneséransliterationge.g. ¥ ¥ v 3 =) aregivenwith ro-
maji in "typewrit er ” font (e.g. "kyasshu ”). Theromaji
usedfollows (Knight and Graehl, 1998, thus closely reflect-
ing English—like pronurciationwith long vowelstranscribedas
"aa” ratherthan"a”.



Although govermrmentsprovide guiddinesonhow
to tranditerate, words commonly appea in ser-
eral different forms. The wide variely of trarslit-
eratons can be seenboth in Korean (Jeory et
al., 199) and Japaese(Knight and Graehl,1998
Brill et al., 2001) For exampk, the English
word interface hasfive different translteraions in
EDICT JapaeseEnglishdictionary? £ > % — =7
= — A “inta afee su”, f V¥ —7=A4 A “in-
taaf eisu ”, 1 ¥ 7=— A “inta fees u”, A
VH 7xARA “intafe isu” and f F 7= A
“intaf esu”.

While automait trarsliteraion in itsdf is diffi-
cult, backiranslteration or trarsliteraion backinto
the original languageis even harcer. Increasein
difficulty resuts from the fact that various distinc-
tions presentin the source language,are not pre-
senedwhenthewordis tranditeratedinto thetarget
language. For example Japaesehasonly five ba-
sic vowels andno /6/ or /8/° sourds, wherea non
existent sourds arereplacedwith the closest equiv-
alens. Consguenty, the following three English
words: bassbath and bus are translterated as /N
2 “basu”.* The systen trying to obtan a back
tranditeration for /N2 has therdore three valid
choiceswhich canrot be disambiguaed in the ab-
sene of addtional cortextud transbrmation

Translierated words are normaly written in
katalana, one of three Japaesewriting sysems.
While othe vocabulary (i.e. animal namesor
onomabpoet expressiors) can also be written in
katalana, the fact that sometling is written in
katalanais a goodhint thatit might be a trarsliter-
atedforeignword or aname.Thus,unlike Arabic or
Korean,wherea big part of the backtranditeration
probdem is identifying canddate translterations
(Stalls and Knight, 1998 Jeory et al., 1999, in
Japaesebackiranslteration canbediredly apgied
to ary katakanastringsabsemnfrom thebilingualdic-
tionary.

In this pape we propose a methodto improve
backtranditeration by combning the informaion
basel on pronwnciaion andspelling. Eventhough
we conceatrateon JapaeseandEnglish ourmethal
is apdicable to othe languagepairs.

2ftp:/fftp.cc .monash.edu. au/pub/nihon

3All phonemegivenin // arewrittenin IPA symbds.
“Here/0/ is replacedwith /s/, and/zefis replacedwith /a/.

go/

The remincer of this paperis organied as fol-
lows: in Section2 we review previous appioachea
to (back)trarsliteration. In Section3 we descibe
theproposedmethodandoutlinetheimplemertation
detals. Finally, Section4 givesa shortevaluaion
andadisaussionor resuts obtaned.

2 Previousreseach

Previous appr@achedo (backjtranditeration canbe
roughly divided into two groups: gragheme-and
phoreme-basd. Theseappioache arealsoreferred
to asdired- andpivot-basel methodsresgectively.

2.1 Grapheme-basedmnodelling

In this framewvork, the English string is not
converted into a phonemic representaion be-
fore its alignment with the translterated string.
Brill etal. (2001) proposeanoisychanrel modelfor
Japaese. This modelallows for non-aomic edits
se/erd letters can be repaced by a different let-
ter combiration (Brill and Moore, 2000. The in-
put string is broken down into arbitrary substimgs,
eachof which is outpu independatly (and posst
bly incorrectly). The modelis trained to learnedit-
probabilitiesandthebestbackiransiterationis cho-
senusing a modifiededit distancealgarithm (Dam-
erau,1964 Levenstlein, 1966) This methodfails
to genaatethecorred string in casesvhereEnglish
speling is notreflecedin the prornunciaton (e.g <
4 A “maimu” beingincorrectly badk-trarsliterated
into maiminstead of mime.

For trarsliteraion, Gotoetal. (2003) propose a
maximumentrogy basd modelfor Jamnesewhile
KangandChoi (2000) proposeadecisontreebasel
modelfor Korean.

2.2 Phoneme-basednodelling

Thesygemsbas& on phonemealignmen aremore
numerais. Jeom etal. (1999 propcse a methal
usirg first order HMM modelto geneate English
strings from Koreaninput. The resut is compare
with dictionary entries using a variety of string sim-
ilarity algoiithmsto find the bestmatch.

For Japaese, KnightandGraehl(1998) em-
ploy a composiiond model combining romajito-
phoreme, phoreme-to-Entish and English word
probability modek into one. The combired struc
tureis treaedasagraph, andthetop ranking strings



are found using the k-bes path algaithm (Epp-
stein 1994. A similar model has been apgied
for Arabic-Endish bad-trarsliteration (Stalls and
Knight, 1998. However, this modelcannad hande
caseswherethe tranditeration reflectsthe original
speling. For example, tonya and tanya have dif-
ferert tranditerationsof "toon ya” and”taany a”
but the sygem taking only pronunciation into ac-
court is unable to distinguishbeweenthe two.

Finally, OhandChoi(2002 propce a sysem
trying to incorporae two different Englishto-
phorememodelsinto a singleKoreantranditeration
system: stardardEnglishpronunciaton andprornun-
ciation closdy following thespdling. However, this
systen uses only the origin of the word (esimated
by a matchagains a finite setof affixes)to decide
which modelto apdy whenproducing the trarslit-
eraton.

3 The Combined model

The systens introduced in the previous sedion
model tranditeration basedon either phonemeor
graghemelevel. Nonetleless even though most of
the translteraions are basa& on the original pro-
nundation, there is a significant numberof words
where tranditeration correpondsmore closdy to
the speling of the original. For example the
first e in eternd is tranditerated as "e” instead
of i " in =% —J )l “etaan aru ”. phantomis
tranditeratedas” 7 > k A “fant omu’ rathe than
"fenta mu'*. We believe, that we can bette ac-
court for suchbehaior by combining the two in-
formation sour@sto maximizethe useof the data
available.

3.1 Probabilistic model specification

Giventhe Japaeseword in romaiji (i.e. alphaet)?
thegoalis to producean Englishword (phrase)that
maximizes the probaility P(FE,|J,). Applying the
Bayes’ rule and dropping the constantdenanina-
tor we get P(J,|E,) x P(E,) whereP(E,) is the
source modeland P(J,|E,) is the noisy chanrel.

5As statedabove, transliteratedvordsare normally written
in katakanapotentiallyinducingananotherstagein themodel:
rewriting romaji charactersnto katakam P(.Jx|J.). However,
katakanacharactergenerallyhave a uniquealphabéic equiv-
alent, thus reducingthis distribution to 1. We implementthe
katakanao romaji corversionasa preprocessg module.

We train the chamel modelasdescrbedbelowr, and
thenreverse it to handk theromaj input.

3.1.1 Grapheme-basednodel (GM)

In this modelthe Englishword is directly rewrit-
ten as a Japaeseromaj string with probability
P,(J,|E,). Here,we follow (Brill etal., 2001) to
arbitrarily bre& up the E, string into n part and
output eachpartindependetly. Thus,theresuting
probability of outputting J, can be rewritten asin
theequaion (1).

n

H Pg(Jai ‘Eai)

=1

By(JalEa) = 1)

WeimplementP,(J,|E,) asaweightel Finite State
Transdeer (WFST) with E,, asinputs, J,, asout-
puts (Knight and Graell, 1998; Pereiraand Riley,
1997 andtranstion costsasnegative logs of prob
abilities. This WFST is thenreversed andthe best
tranditeration is compuged asits composiion with
the souce model P(E,).6 Theresuting WFST s
searbiedfor k-besttranditerations using the k-beg
pathalgorithm. A probéility P,(F,|J,) is associ
atedwith eachpathobtdned.

3.1.2 Phoneme-basednodel (PM)

In this model the chamel is broken into two
stage: a) corversian of the English alphabetinto
Englishphoneneswith someprobaility P(E,|E,)
and b) corversion of the English phoremesinto
romaji with some probability P(J,|£,). Conse
quenly, P,(J,|FE,) can be rewritten as equdion
(2). Ratherthan manipulating thesetwo distribu-
tions sepaately we compug their compgsition to
obtan auniqueprobability distribution P, (J,, | F,,)-

n n

Po(JalBa) = [ [ P(Jai|Ep) x [ P(Epi|Eai) ()
i=1 1=1

Conseagently all English alphabet strings can be
rewritten directy into romaji without requiring their
corversioninto intemediate phonemerepresenta
tion. Thisremovestherequrementof having a pro-
nundation dictionary for the backtranditeration.’

®We use the AT&T FSM library (http:/iww — w.
research. att.com/"moh ri/ffsm/ ) for WFST compo-
sition.

"However, the pronunciatiordictionaryis still necessarjor
thetraining.



Furthemore,sincebothmodelsaredealirg with the
sameunit types it is possble to direaly combire
them,allowing for ceriain partsof theinputstringto
be corvertedby oneandtherestby the othermodel.
We leave this methodof combination for future re-
seart.

3.1.3 Combining the models

After obtdning the back-trarsliterations £, , .
and £, With the resgectve probabilities of
P,(E,|J,) and Py(E,|J,), we canassgn the final
scoreof a translteration S.(£,|J,) asin equdion
(3) wherey andé aresetto maximizethe accuacgy
onthetraining set® Translteraton with the highest
scoreis selet¢edasthebest.

Se(EolJa) = 'YPP(EaUa) + 5P9(Ea|Ja)
st. y+d=1 3

3.2 Training the models

For the GM, we follow (Brill etal.,200]) closdy to
extrad the charaterstring mapping. Sinceromaji
and Englishalphabetare eguvalent charctersets,
they can be aligned using the nonweighted Lev-
enstkein distarce. Then, letter-edits are exparded
to include up to NV edits to the right and to the
left. For examplefor the pair (roo ,row) we get:
r—1r o — o0 o — w. ForN = 1, edits
ro — 10, TO0O — TOoW, 00 — ow arealsoaddal to
the set. We colled a complée setof editsa, — 3,
in thetraining setandassgn the probability to ead
accading to equaion (4). Througlout, we distin-
guish editsthatapper at thebeginning or the endof
theword or neither.

count(a — [3)

Pla— ) = (4)

count(a)
Giventhecolledion of editsa,; — 3, for eachinput
word J, we cangengatea WFSTwhichcontansall
possble waysto rewrite theinput string.

3.2.1 Training the phonememodel

For the PM, the English phanemeand English
alphabet sets are not equiaent, hene the edit
distancealgorithm canrot be applied diredly to ob-
tain the optimal alignment. Instead we proceedto

8parametersretrainedusingGoldenSectionSearchPress
etal.,1992).

obtan the bestalignmentusingthe EM algorithm
(Dempstertal., 1977). Giventheinput strings, we
genagateall possble alignmentscorstrairedsothat
a) eachunit in onestring alignsto oneor moreunits
in theotherstring andb) thereareno crossingalign-
mentarcs.Herethe baseunit represens eithera let-
ter or aphaneme®

After the EM algarithm seleds the optimalalign-
ment, we proce=d to expandthe set of individual
alignmentswith N adjacet unitsasabove to obtain
a setof possible rewrites o, — f3.,. This process
is repaatedto obtainthe setof all possble rewrites
of English phoremesinto romaji ae, — 3, -

Eachinput o, with all its mappngs 3, is con
vertedinto aWFSTandcompasedwith aWFST en-
coding the complée setof mapping a., — 3;, to
obtan the setof all possble rewrites of Englishal-
phatetstringsa,, into romajistrings 3, basednthe
PM.

For the case(\N = 0), the modelfor mappng ro-
maji to Englishphoremesis similar to the one de-
scribed by Knight andGraehl(1998. However, we
learnthealignmerns both for Englishalphabetto En-
glish phoremestrings and English phoneme to ro-
maji strings, add context informationandcompo®
theresuling modelsto getdired mapping from En-
glish alphabetto romaiji. We will seethe bendits of
theseimprovemens in thefollowing secton.

4 Evaluation

We extraded a collection of abou 7000 words in
katalanatogether with the coresponling English
trangation from the EDICT dictionary About 10%
(714 tokens) of theseentrieswereleft out for eval-
uation. The remainirg setwas expanded, so that
for eachkatalanaword contdning a long vowel or
a gemimate corsonam, we add one with the re-
moved. The pronuwnciations for training the PM
were obtainedfrom the CMU pronoundng dictio-
nary. When no pronwuciations were available the
wordswereexcludedfrom thetraining.

Table 1 givesthe resut of our expeimentswith
714 EDICT tranditeratonsfor the Phonemeéviodel
without cortext (PMO), the GraptemeModd (GM),
the Phonene Model (PM) andthe combired model

®The CMU pronowncing dictionary (http:/iwvw  w.

speech.cs .cmu.edu/cgi - bin/cmudict ) phoreme
setis usedfor atotal of 39 phoremeswithoutthetonemarks.



EDICTa EDICTb
Inputs Top-1(%) Top-10(%) Top-1(%) Top-10(%)
PMO 714 281(39.36) 368(51.54) 232(32.49 365(51.12
GM 714 473(66.25) 595(83.3) 455(63.73 591(82.77
PM 714 571(79.97) 664(93.00) 484(67.79 623(87.25
COMB 714 604(84.59 698(97.76) 504(70.59 649(90.90
Tablel: Transliteationresuls for the EDICT testset
CMUa CMUDb
Inputs  Top-1(%) Top-10(%) Top-1(%) Top-10(%)
PMO 150 27(18.00) 47(3133) 20(13.33) 36(24.00)
GM 150 49(3267) 86(57.33) 69(46.00) 96(64.00)
PM 150 58(38.67) 82(54.67) 67(44.67) 91(60.67)
COMB 150 57(38.00) 106(70.67) 70(46.69) 107(71.33

Table2: Transliteationresultsfor the EDR testset

(COMB). Here, PMO was trained only on the di-
rectly aligning edits (N=0), andtheremainhg mod-
els usal a corntext of two units to the left and to
the right (N =2). The testdictionary contains all
words apparing in the English transhtionsin the
EDICT dictionary (over 30,0® words). The top-
1 andtop-10 accuaciesare given for two language
models(LM): EDICTa whereall wordshave equa
probability and EDICTb whereprobailiti esreflect
the corpus frequencies from the EDR English cor-
pus(EDR, 1995. Thetrarsliterationswere corsid-
eredcorrect, if they matchedhe Englishtrarslation,
letter-for-letter, in a non-case-ensitive manner

We canseethat the PM yields betterrestts than
the GM with the samecontext window. This justi-
fies the constderatbn of pronwunciaion for trarslit-
eraton, and it showstha our methodof mappirg
Englishto romaj using pronunciation is effective.
Furthemore, we canseethat the proposedmethal
(COMB) givesthe bestperfamancen all case.

It might seemsurprsing that using EDICTb re-
sultsin reducel accuacgy. However, the corpusfre-
guertiesbiasthemodelsoerroneoudranslterations
conssting of shorte¢ more frequentwords are pre-
ferred over longer, correct, but infrequen words.
This shavs the importance of a good LM from
which to select tranditerations.

For the secand set of experimentswe extracted
150 katékanawords from the EDR Japaesecor-
pus not in the EDICT dictionary and we used the

compldée CMU dictionaryword set(araund 120,0®
words)compied into modelsCMUaandCMUDb, as
descibedabove.

Table2 givesthetransiteraion resuts for thistest
set. We canseea significant overall dropin accu
ragy. It is partidly dueto a larger setof wordsto
chomefrom, hene a moredifficult task. Sincevar
ious spelings with similar pronuncationsare corn
tained in thedictionary corpus frequencieshelpim-
prove the top-1 accuncgy, thusthe higher accuacy
ratesfor the CMUb languagemodel. For example,
with CMUb senice is selecedrather thansenis as
the top trarsliteraion of "saabi su” in > % —
P —EZ “cent aasaabisu " cener senice.

However, abigge problemis theinability of our
systan to handk non-Englishterms(e.g. %NV »
“sahar in ” Saklalin) andabbeviations(e.g. U /»
vysr— a4 — “riha birit eeshon-
sent aa” rehablitation center is abbeviatedas V
NEY®Z— “rihab iris entaa ” ) which
make a sizable portion of EDR out-of-vocahulary
items.Ratherthan tryingto obtan anEnglishequiv-
alent of thes terms, the systemwould idedly be
able to determire the possible origin of the word
from the context available(e.g.userquer in CLIR)
andthenapgy anadequatelanguagemodel

Brill etal. (2001) provide no dired evaluation of
their translteration sydem. Insteal, they evalu-
ate the ability of their sygem to extrad English
katalanapairsfrom non-aligned webquerylogs On



the othe hand Knight andGraehl(1998) give only

the acarag for tranditeraton of persnal names
(64% corred, 12% phoretically equivalent) but not

for geneal out-of-vocalulary terms. This makes
comparsonwith our systemdifficult. Nonetteless,
theabove experimens shawv thatthe combindion of

the phonane-andgrapheme-baedmodek helpsthe
overall accuacy and coverage. In the future, we

would like to explore different ways of combiring

thesemodelsto furtherincreasethe postive effect

of thecombhnation

5 Conclusion

Back tranditeraton is the process of converting
tranditerated words back into their original form.
Previous models used either only phonene- or
only gragheme-baedinformaion containedin the
tranditeration. Instead, we proposea methodfor
improving badk-trarsliteration by combhning thee
two models We go on to descrbe how we imple-
mentedhe modelsto allow combirationandfinally,
we evaludetheeffectivenesof thecombiredmodel
andpoint out somedeficiendes we hopeto addess
in thefuture.
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