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ABSTRAT. Thedictionary lookup of unkrown words is particularly difficult in Japaresedue
to the requirementof knowingthe correct word reading We proposea systemwhich supple-
mentspartial knowledg of word readings by allowing learness of Japareseto look up words
accouing to their expectedbut not necessarilycorred, reading Thisis animprovememfrom
previous systemswhich provide no handing of incorrect readings. In preprocessingwe cal-
culatethe possiblereadingsead kaniji character cantake and different typesof phondogical
alternationsand readng errors that can occur and associatea probability with ead. Using
theseprobalilities and corpusbasedfrequermieswe calculatea plausibility measue for ead
geneatedreadirg givena dictionary entry, basedon the naive Bayesmodel. In responsdo a
userenteed readirg, the systendisplaysa list of candidde dictionary entriesfor the userto
choosefrom. Thesystenis implementedh a web-baseernvironmen andavailablefor genegal
use In the evaluation on JapaneseProficiencyTest data and naturally occurring misread-
ing data, the systemsignificantly reducedthe numberof unsuccesful dictionary querieswhen
queriedwith incorrect readirgs.
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1. Introduction

Learnirg a foreign langlageis a time consumiy and painstakng process,and
madeall the moredauning by the existenceof unknown words [GRO 00]. Withouta
fast,low-costway of looking unknown wordsupin adictionary thelearningprocesss
impedel [HUM 01]. Theproblemof dictionarylookup is particulaly evidentin non-
alphatetic langugyessuchas Japaneswherethe learnercaneasily be overwhelmed
by the sheemumter of charactes andmultitudeof reading associatedavith each.

Educates havetriedto lesserthe unknown word prodem by focusingon effective
waysof expandinglearnervocalulary [LAU 01]. However, unlessthelearnerivesin
aclosedlanguag world, s/heis alwaysgoing to be exposedto unknown words, par
ticularly in the earlierstagesof learning Our philosofhy is to acceptheinevitability
of unknown words andfocusinsteadon minimizing the dictionar lookup overhead.

Learnes often posses®nly limited knowledge of the reading of charactersand
the phanologcal and conjugational processesgoverning word formation. This can
make it difficult to identify the correctreadirg for agraptemestring,andthebodean
matchmechanisrmadoptel by conventioral dictionaies discoungesthe userfrom at-
temptingto look up a word in the casethat s/heis uncertainof the readirg. We
believe thatif we canimitate the manrer in which learnes acquie andclassifythe
different readirgs of charatersand the rules governirg overall readingformation,
we shouldbe ableto deciphe which dictionay entry the userwas after even when
queried with a (predctably) wrongreading Thus,the purpase of this researclhis to
develop acomprehersive andefficientdictionar interfaceallowing languayelearnes
to look upwordsin anerrorresilientandintuitive manne. Furthemore,animportant
undelying motivation of this researchis to remove the assumptiorof perfect read-
ing knowledge madeby conventionaldictionay interfaces andencouagethe userto
querythe systemwith plausiblebut not necessarilyorrect reading.

Theparticulanangua@ wetargetin this papetlis Japanesendwe chogeto model
readirgs by way of kana(seebelaw). The problem of dictionary lookup for Japanse
is particdarly comgex dueto therebeingover 2000 ideogaphickaniji charaterseach
with numerousphoremicrealizatiors, frequent word conjugationandalack of spaces
betweenadjacentwords. A learnertrying to look up a word in a dictionay need
to copewith all theseprodemsat once. The propssedsystemaimsto helpa userby
allowing directlookups basednthebestguessheuseris ableto constrict for atarget
word in written text basedon availableknowledge.

As anexamge of usersysteminteraction considerthat a usercomesacrossthe
novel kanji compaind & (happ/ou“presentsion”!) andwishesto determireits En-

1. In this paper we loosely follow the Hephurn systemof romanization,with the exception
thatwe romanizelong vowels asseparateharactergjiving riseto hyouinsteadof hyooor hyo
for O x 9. Theothernotabledivergence—takenfrom [BAC 94]—is the useof the uppercase
N for syllable-finalnasalg(correspoding to the kanaA/) andlowercasen for syllable-initial
nasalgasfoundin 7z, for example).
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glish translation.Lacking prescriptve knowledgeof the pronunciationfor the string,
the userappliesknowledgeof alternatestring contexts for the compmnentkanji char
acters¥ hatsuandZ hyouto postulatethat the string is readas hatsuhyo. S/he
inputs the kara for this string into the dictionary searchinterface,and getsback a
list of Japanes&vords (in both kanji and correct kanareadingforms) with English
translationsfor each. From amoryg these,s/heis ableto detectthe original stringin
kaniji form, ascertairthe corred pronunciatio for the string (happyou) andobtainthe
desiredranslation(“presentation”).

Although we focuson Japansein this paper, the basicmethodwe proposeis ap-
plicableto any languag whete the mappng from readingto orthagraply is not self-
evidert. Thatis, given somemeansof descriling readirgs (whetter throuch a pho-
neticrepresetation or someothermeans)andthe canorical orthagraphes of words,
it is possibleto applythe sameprocedirein predictingpatternof readingconfusion.
Japanesés of particularinterestbecawse of the wide rangeof factorswhich affect
prorunciationpredction for anunknown word (seeSection2.4).

Theremairder of this paperis organizeal asfollows. Section2 givesa shortintro-
ductionto the Japaneswriting systemanddictionaies, anddiscusseseadirg errors
comma in learnes of Japanese Section3 describeghe basicsystemphilosophy
andSectiord theprocessingstepsnecessarjor geneatingandscoringreading. The
evaluation of the systemis givenin Section5 andthe discussiorof the resultsand
possiblefuture researchdirections are given in Section6. Finally, Section7 gives
concluling remaks.

2. TheJapanese Language, Existing Japanese Dictionaries and Reading Errors
2.1. The peculiaritiesof the Japanesewriting system

TheJapaneseriting systenconsistof thethreeorthogaphiesof hiragana katalana
andkaniji, whichappeaintermingledin moderndaytexts. Thehiragana andkatakana
syllabariescollectively referred to askana, arerelatively small (46 basiccharactes
each),and mostcharactes take a unigue and mutually exclusive readirg which can
easilybe memaized? Generdly speakiny, the function of thesetwo scriptsis dis-
tinct althoudh a wide rangeof variation occus. Hiragara is mostly usedfor funcion
words and conjwgatioral endings of verbs andadjectives(e.g. 9% suru“(to) do”).
Katakana on the otherhand, is mostly usedfor words of foreign (gererally West-
ern)origin, onomdopoeicandstresseaxpressionsandto someextentfor plantand
animalnames(e.g. -f 7 = 7 ichou “gingko tree”). Katakanacharactes are also
quitecommaly usedaspronunciatian guides for wordswhosereadirg is notobvious

2. Amongthefew exceptiorsto theuniquereadingrule arekanacharacters> andd whichare
realizedas/zu/ andcharacterss and U which arerealizedas/zi/. Here 3 andJ" arevoiced
versionsof - tsuand ¥ sy respectiely. Accordindy, & and U arevoicedversionsof % chi
and L shi.
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(i.e. unjmmmonproper nameswritten in kanji or foreign wordswritten in alphalet)
[KNI 98]. Thekara syllabaries arelimited in sizeandthereis a strict correspondace
betweenindividual charactes and reading. As such,they do not preset a major
difficulty to thelearne of Japanese.

Kanji charactes presenta muchbiggerobstacleto the learner mostimmedately
through a combnation of their sheervolume,ideogaphicnatureand phoretic poly-
morphism. The Japanesgovernnent prescrites1,945kanji charactes for daily use,
andupto 3,000 appeain newspgersandformal publications[NLI 86]. Additionally,
while the semanticf individual charaters often have a bearingon the combired
semanticof words in which they occur, they are not marked for phoneic content.
Thatis, thereis no way of predictirg a priori the prorunciationof kanji charactes,
for examge.2 Finally, eachcharacte canandoften doestake on several differentand
frequently unreldedreadirgs. Thekariji 3 “emit, depart”,for examge, hasreading
including hatsuandta(tsu) whereask “table, exterior, shav” hasreading including
hyou omoteandarawa(su)

Theprodemis furthercomplicateddueto the existenceof charactecombirations
which do nottake on compaitionalreadngs. For examge, E4R kaze‘comman cold”
is formednon-compgitionally from J&\ kaze fuu “wind” andft yokoshima ja “evil”.
Note thatevery kanji word hasa kanaequialert (i.e. reading, which is commorly
usedin indexing Japanesdictionaies (seeSection2.2).

As mentioredabove, whenkaniji charactes arecombinel to form words,theread-
ingsfrequently undego phorologicd changeo giveriseto surfacereadirgs. Thetwo
pheromenahatareprevalert in compaindformationaresequetial voicing (rendaki)
and soundeuplony (onbin). Sequential voicing is the processof voicing the first
consomntof thetrailing sgmentwhensegmerts arecombiredin a binaryfashionto
producewords. For examge, < hoN “book” is comknedwith #l tana“shelf” to give
rise to Z&#l hoNdana “bookshelf’. Sound euphony is the process of replacingthe
lastmora(kanacharacterjn the leadingsegmentwith a mora in phoretic harrmony
with the first moraof the trailing sggment[FRE 95]. It hasseveral forms, the most
comma of which is assimilatory gemination or sokuonhin. For exanple, [E koku
“country” combiredwith 3% kyou “boundary” givesrise to [E3% kokkyou “(national)
border”. Noticethatsequetial voicing occuss in the presene of left lexical context
while assimilatorygemirationoccursin the presencef right lexical context.

2.2. JapaneseDictionaries

Corventional Japaneselictionaies are indexed on the phoremic realizationof
words, expressedn the form of kama. For examge, the kanji compaind ¥ hap-

3. Thisis notstrictly true, asstructurallysimilar kaniji characterge.g. %4, % andf) canshare
asinglecommonreading(zouin this case).Evenhere,however, alternatepronunciatios tend
to exist andbe highly divergert (e.g.3 “increase”canalsobe readasma(su)andfu(eru), 1%

“hate” asniku(mu)andfg “give” asoku(ru).
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pyou“announcenent” is listedaccordim to its kana-guivalert 1Z - U° & © happyou

The phoremic ordeing corventionmalesit easyto look up wordsin the casethat
the readingis known dueto kanahaving a naturalalphéaetic orderirg, unlike kaniji.

However, in mary casest is not straightfowardto extractthereadirg from theword

represetationaspresenin atarge text. As mention& above the problemis mostly
dueto kanji charactes, whosephaemerealizationcannda be easilyidentified. Gen-
erally, eachcharacteis readingneedgo belearnedndividually befare aword canbe

lookedupin adictionary For exanple,to look up &% seNi“transitior’ theusermust
know that:& and® take onthereading seNandi, respectigly. Frequetly charac-
tershave several unrelatedreading which occurin differentword contets (e.g.the

readirgsseNandutsurufor 7&, andi andutsurufor #) makingit difficult to postulate
the correctreadirg of the word evenif a portion of the reading of eachcommpnent
characterare known. Whendired lookup fails, words needto be looked up usinga

differentapgoach.

Kaniji dictionaries provide an alternatie lookup methodaimedat the individual
kanji charactes. A compicated systemof kanji radicals(bushy and stroke courts
is usedto locatea componentkanji in the dictionay (e.g.& could be looked up
eithervia its radical 3= or stroke court of 15), andthe target word is thenlocated
from a supplematal listing of wordscontairing thatkanji. If the word is not found
in the listing, the procesamustbe repeatedor otherkarji chamacterspresentin the
word (e.g % coud be looked up via its radical 5k or stroke count of 11). If the
word canrot be found through ary of theindividual kaniji,* the learnermustresortto
postulatinga compositionalreadirg for thewholeword andsearchindor this readirg
in acornventioral kanadictionary.

To make thingsworse, the kaniji radical and stroke countsystemleavesa lot of
roomfor errar on the partof the uninitiated learrer.® For exampe, & alsocontairs
theradicalsf& and ., whereas# alsocortainstheradical #, potertially leadingto
confusion asto which radicd to look up the charactemunder. Additionally, both —
and & consistof a singlestroke, which is notimmediatelyobvious. Suchconfusion
resultsin further burdeningthe lookup task. In somecasedexicographes have tried
to expedte the processby devising addtional forms of indexing kanji dictionaies
(e.g.[HAL 98] boastssix differentwaysof looking up a characterput theseindexing
schemesrerarely standadizedandin all caseqeedto belearnedto be used.From
the above we canseethat a userwantingto look up the translationof a word (e.qg.
“transition” asatranslationof &%) potentiallyneed to consultat leasttwo different
dictionaies, andsearchin several passe@andthrough different indexing schemasn
orderto obtainthe translation Clearly, a systemallowing directandstraightbrward
kanjiwordlookup would greatlyassisthelearne& by removing or atleastamelioraing
thedifficultiesassociatedvith the processof learningnewn words.

4. The word seNiis not listed undereithercharacterindex in [NAG 81] or SharpElectronic

Dictionary PW-9100,while [HAL 98] only listsit undery&,
5. Somedictionariesgetaroundthis problemby listing somecharactersinde severaldifferent
radicalindexesandstroke counts.
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2.3. Existing electronicdictionariesandreadingaids

Above, we pairted a bleakpicture of Japansedictionar lookup. However, with
the advent of computersand electranic dictionaies, dictionary lookup hasbecome
somavha moreefficient. ElectronicJapanesdictionaies have becomeincreasingy
popuar during the last decae both in portale and sener-basedform dueto their
superio usability over paperdictionaries. Onereasorfor thisis thatseveral different
dictionaies (e.g.kanji, momolingual Japanesandbilingual Japanes&nglish)canbe
accessethrough a singleinterface andnavigatedbetweereasily

More significant,however, hasbeenthe introduction of severalnew searchmeth-
odsenablirg fasterlookups. For examge, it is possibleto copy/pastestringsandget
thetranslationdirectly whenthe sourcetext is availablein electrorc form [BRE 00Q].
Also, mostdictionaies suppat regular expression-basedearchesllowing for the
lookup of words from partial (correct) information (e.g. looking up &% with the
glob-style query seN, or alternatiely usingkana—kanji conversionto input ¥ based
on known reading for 3&). In anotherdevelopment, it hasbecane possibleto look
up kanji charatersvia thereadirgs of meanimgful sub-urits (otherthanradicals)con-
tainedin thecharactefusing,e.g.,theSharpElectraic Dictionary PW-91000r Canon
Word Tank IDF4000).

2.3.1 Opendoman systems

Alsoin thelastdecadeseveral interadive readirg aidsaimedat Japanesknguage
learnes have becane available. A pioneerin this field wasthe DL system[TER 96],
capableof perfaming mormpholagical analysisof the input sentenceand providing
translationgrom the EDICT dictionay [EDI 01]. Similarly to DL, theReadingTutor®
[KAW 00, KIT 00] systemperfamstext sggmeriation andthenprovidesword-level
translationandsemantidnformation. Asunard [NIS 00, NIS 02], on the otherhand,
providesa multilingual Endish, Chineseand Thai interfacecapalte of sentenceseg-
mentationanddisplayirg parsetreesaswell asworddevel translatios. All of these
systemsaimto helpthelearnerby remaoving the burden of sggmerting sentencegto
wordsandcornvertingtheminto aform suitablefor dictionay searchesSyntaxtrees,
semantidnformation,etc.areaddel to improve the sentencéevel compehersion of
thetargettext.

While thesedictionariesandreadirg aidsare a valuable addition to the learnets
repertare, they work bestwhen the target text is available in electronicform and
needsnot be re-erteredinto the interface However, in the instancethat the text is
availableonly in hardcopy, currert systemsffer vely little or no usersuppot. Here,
currert systemsstill requirethatthe userhasabsolue knowvledgeof the full readirg
of theword in orderto achieve dired lookup. While this is acceptabldor proficient
Japanestanguageusersjt remainsa majorhandcapfor learnes of thelanguage.

6. http://language.tiu.ac. jp/
7. http://hinoki.ryu.titech.ac.jp/
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2.4. Problemsencounteredoy Japaneselearners

Thereis along history of researchdocumentingthe problens Japaneséearnes
havein readingtexts contairing karji [NLI 86, MEI 97]. Amongthecomnonly-listed
probdemsare:

1) Multiple readings for a givenkanji. The learneris aware of the different read-
ingsakaniji chaactercantake, but unable to decice onthe proper readingin thegiven
context. For exanple, X canbe readaseithertai, dai or oo(kii), sothe string X<
taikai “convention congess”couldfeasiblybe misreadasookaior daikai.

2) Insuficientknowled@ of readings. Thelearneris only awareof a proper subset
of reading a given kanji cantake, andthuscannotpredictthe correctreadingwhen
facedwith new wordsdrawing onanovel readingfor thatkanji. A userawareonly of
the oo(kii) readingfor X, e.g.,would almostcertainlytry to read-A 4 asookd.

3) Incorrectapplication of phorological and corjugatioral rulesgoverning read-
ing formation For example 3 hatsuandZ hyouform the compaind 3z happyou
“annauncemat”, but readirgssuchashatsuhya or hahhyoucouldequallyarisefrom
thecompmentcharactereadirgs.

4) Confision asto the length of vowelsor consmants. For examge, F{# shu-
sai “organization sponsoship” canbe mistalenly readasshuus# or f & mottomo
“most, extremely” asmotomao This errortype is comnon in spealers of languages
which have no vowel/corsonantengthdistinction.

5) Confwion dueto graphic similarity of differert kanji. Learrerswith limited
contactwith kanji caneasily confuse characters.For examgde, Z bo, haka“grave”
andZ ki, moto“base” aregraghically very similar, resultingin possiblereadingsub-
stitutions(e.g.betweenzZH bodi “graveyard” andZ&H kichi “base”).

6) Confisiondueto semanticsimilarity of differert kanji. Characterdike 5 migi
“right” andZ hidari “left” have a similar meanirg andas suchare often confused,
resultingin anerroreousreadng. Semanticconfusion sometimesccursat the word
level, too, suchasbetweenkZ kaji “fire” and k% kasai“(disastrais)fire”.

7) Confwsion dueto word-level co-accurrence Whentwo charactes commorly
occurtogetheitheir readngs canbe substitutedvhenappeaing with othercharacters.
For examge, %3 soshoulawsuit” cangive riseto the erraneousreadingkishoufor
#ZER kiso “indictment”. Also comman is the superimpsition of a known readirg
ontoaword occuring with acomman kanasufix, e.g.& % nagusameru‘comfort,
console”being read as osameru(due to knowledge of the string &% % osameru
“study, cultivate”).

8) Rardomerrors. Theseareerrors thatdo not belongto arny of the above groups
andarevery hardto classifyand/orpredict. As such,it is hardto imagire a system
beingableto reliably hande this type of error.

Eventhough various erra typesare discussedn previous works [NLI 86, MEI 97],
to our knowledge, thereexists no previous researchhathaspresented quartitative
analysisof thedifferert errortypes.
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Notethatproblens 1, 2, 3 and8 (thatis theeffectsof phanologcal alternationand
phoretic polymorphism) alsoapply to spellingconfusionin English,while all praob-
lemsotherthan4 applyin thecaseof Mandain Chinesefor exanple. Thatis, English
is similar to Japanesén that the samegraplemesement canbe readdifferently in
differentcontexts andphanology producesvariableeffects,but differsin thatit lacks
thevowel lengthandcharacteflevel semanticeffectsof JapaneseéMandain Chinese
is associateavith the samebasicscopefor confusionasJapanesealthowgh the bulk
of charactes areassociatedavith a unique readirg andproblemsl1 and?2 aretherefae
consideably lessprorounced In this sensethe Japaneswiriting systemcanbe seen
to beparticularlyhardfor languagelearners.

3. System Outline

The FOK S (Forgiving Online Kanji Search)systemaimsto aid thelearnerin cop-
ing with the comgicated Japanesariting system,andprovide direct, linguistically-
andstatistically-sounduppat for thetypesof prodemsoutlinedabore. The system
hasa singleweb-ba&edinterfacefor bothknown andunknavn reading, which allows
thelearrer to look up wordsdirectly accordimg to their expected,but not necessarily
corred reading. Thesystemis intendedo handlebothstringsin theform they appear
in texts (i.e. in kanji) andreadirgs expressedn kana. Given areadirg asinput, the
systemntriesto establisharelatiorshipbetweerthereadng andoneor moredictionay
entries,andratethe plausibility of eachentrybeingrealizedwith the enteredreadiry.

In a sensethe prablem of predcting which word a userseeksfrom a readirg-
basednput is analogaisto kana-kanji corversion(see g.g.,[TAK 96] and[ICH 00Q]).
Thatis, we seekto determire a ranked listing of kaniji stringsthat coud correspond
to theinput kanastring and provide accesgo the desiredword asefficiently aspos-
sible. Thereis one major difference,however. Kana-kaniji corversion systemsare
designedor native spealersof Japanesandassuchexpect accurataénput.? In cases
whenthe corrector standardize readng is not available, kanji chamactershave to be
convertedone by one. This canbe troubdesomedueto sggmentationambiguity and
the large number of characterdaking on identicalreading, resultingin long lists of
kanji charatersfor theuserto chooserom.

FOKS doesnot assumeabsolutelyaccurateknownledge of readirgs, but instead
expectsreading to be predctably derived from the sour@ kanji. Oneassumptiorwe
unavoidably male is thattheuserwill only try to look up words containel in thebase
dictionay.® Thatis, we canonly hope to direct usersto wordswe have knowledge
of, while keepirg the nunber of candidateentrieslow enowgh sothe usercanquicky

8. Several kana-kanji corversin systemshande a limited numker of input errors(e.g.collo-
guial readingsand substitutionof phonolaically-indistinguishale kanacharactersuchas >
zuandd zy and 5 ji and U ji). However, asfar aswe are aware, thereis no kana—lkanij

corversionsystemthattriesto systematicalljhandlea wide rangeof inputerrors.
9. The coverageprovided by the interfacedepend solely on the underlyingdictionary The

versionof FOKS interface publicly available at http://www.foks.info/ providesaccess
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determire whenthedesiredword is not cortainedin thedictionay. Assumingwe can
keepthe number of word candidats low enaigh, userscanusea singleinterfaceto
searchfor wordsby eitherthe correct or derivablewrong readng. We retum to this
pointin Section5.

4. From One Dictionary to Another: the M ethodology

While kanji dictionarieslist the mostcomman readirgs eachcharactercantake,
they give very little additiond informationthatwould be usefulin our task. For ex-
ample, mostdictionaies provide no information on the relative frequenciesof the
differentreadirgs a characte cantake, simply listing the readngs. Also, while vari-
ouspublicatimsdiscusghephondogical pheromenaaffecting thecompaindreadirg
formation[TSU 96, NLI 84], they do not provide a quantitative analysiswhich could
be usedasa startingpoint for our system.Clearly, giventhe comnon reading of the
charactes it is straightfoward to geneate compmund readngs basedon the simple
concateation of unit reading. However, if we wereto proceel in this mamer we
wouldfail to reflecttherelationshipbetweerthe penasivenesf somereadirgs over
othersor the phanologicl effectsof compaind word readingformation. Hence this
simpleappoachfails to accomplishourinitial god of modelirg the manrerin which
learnes of Japanesarelikely to form a canddatereadng for acompundword they
arenot familiar with.

4.1. Modular approach

Insteadof relying on the dataprovided in kanji dictionaries,we extract the data
directly from the dictionay we are implementing the interfacefor. We emplo/ a
moduar approachin dividing the overall probdem into several smallerprodemsand
solving eachseparately Given the solution and the moddarity of the system,each
part of the systemcan be testedseparately The modular natureof our appoachis
depictedn Figurel. Theprocesss asfollows:

1) Extractthe comgete setof reading associatedvith a given segmert through a
processof grapheme—honane alignment.

2) Reducethe obtairedreadingsetby separatinghe genuire differencesn read-
ingsfrom thosewhich arephanologcal andor conjugationalderivationsof underlying
basereading in the processof canmization.

3) Exhaustiely generataew reading for eachdictionaryentryandcalculatetheir
overall probability basedn the probabilitiesof segmert readirgsandcorpus frequen-
cies.

Below we describeeachof themoduesin detail.

to over 100,000entriesin the EDICT geneal usedictionary and over 200,000entriesin the
ENAMDICT propernoundictionary
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Dictionary entry-reading pairs
- >

Alignment Unit

Segmented dictionary
entry-reading pairs

Canonization Unit

Segment-set of reading pairs,
alternation probabilities

Reading Generation
Unit

Dictionary entry-reading pairs,
score

Readings Database

Figure 1. Themodduar structue of the FOKSsystem

4.2. Graphemephonemealignment

Givenadictionay entry andits readinggiven in hiragana,we wantto extractthe
partof the hiraganareadingresultingfrom eachkaniji characterthatis alignthe karji
(graphemestrings) with their readirgs (phanemestrings). For example given the
compundfi##T kaiseki‘analysis”,we would lik e to identify fi# ashaving contrituted
areadirg of kai and#f7 a readingof seki accouting for the word-evel readingof
kaiseki We remindthereaderthathiragana charactes arenot strictly phoremes but
phoreme clusters. Nonetleless,in our applicaion the leapis permissible. In the
alignment process, we attemptto extract the comgete setof phanemerealizatiors
(compnentreading) for eachgrapteme sggment(karji segmert). The particdar
dictionay usedhereandthroughaut theresearchs the publicly-availableEDICT dic-
tionary [EDI 01]. Following the samealignmert procedurefor all dictionay entries
containng a given kanji, we canextract a conplete setof phoremic realizationsof
thekaniji. [BAL 0Q] give acomparisonof several machne-learring basedmethalsas
appliedto unsipervisedalignmen. The methoddescribé below proved superiorin
accurag whenno alignment training datais available. It requiresno supenision and
could be appliedto otherlangwagesin which the phanetic realizationis not clearly
derivable from the graplemepresentation The alignmer processproceed asfol-
lows:

1) For eachgraphemephoreme string pair, gengate a compete set of candi-
datealignmer mappirgs. We constrainthe alignmen processby requring thateach
grapremecharacteralignsto at leastone charater in the phoremic representation,
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thatthe alignmentis strictly linear (andnortintersectve) andthatcharacterareindi-
visible.

2) Prure canddate alignmerts throuch the applicationof linguistic constrairis
suchasrequiting segment boundariesat scriptboundariest® directalignmentof kana
equivalentsandindivisible syllables. Whenmultiple candidatesexist, we alsoprune
the candid@eswith multiple voicedobstrientsin areadirg sgment[BAL 99].

3) Scoreeachalignmern by a variantof the TF-IDF model[SAL 90|, which was
developedfor termweighingin informationretrieva.

4) lteratively work through the dataselectinga single gragheme—ponene string
pair to align accordng to the highest-scdng candidae alignment at eachiteration,
andupdatingthestatisticaimodel accordngly (to filter outdisallovedcandidatealign-
mentsandscoreup the selectedalignmentmappng).

Exampesof alignmerts extractedby our algorithm are: !

3% (happ/ou) “annowncemety = 3 | % (hap | pyou
EV 5] = (waribiki) “discourt’= &V | 5| = (wari | biki)
AR (kazegyusuri) “cold medicine”=- AR | 3 (kaze| gusuri)

4.3. Canonization

The alignmen datacontans all possiblereadngs for a given graphemesegment
aswere availablein the context of a dictionay usedfor alignment. It caninclude
alternatesiueto sequetial voicing, sourd euphay andconjugation (e.g. phorolog-
ical variarts of hyouandbyau for % chart, andthe conjugational variants of yomi
andyomufor the verb 5t read), and possibly (but not necessarilythe baseform
of eachreadirg. We canorize the reading to separatehe basereadirg dataapart
from the alternationderived data,thus minimizing the nunber of readingtypesand
maximdly extractinginstancesf alterndion. This providesa meansof overcomirg
datasparsenssandallows usto produceunolsened segmentievel readirgsthrouch
novel alternationcomkinationsover the basereadirgs andthusincreasehe coverage
of predctedreadngs.

We obsened above that sequetial voicing occus only whenthe given segment
hasleft lexical context andthat soundeuphay occuss only in the presege of right
lexical context. To detectthe two phenanena,therebre, we can classify segments
into 4 groypsaccordng to the presere of left andright lexical context [BAL 02).

a) Leve 0 (—left, —right context): no possibility of conjugation or phorological
alternation

10. With the exceptionof kanji-hiraganaourdarieswhich arenot enforceddueto conjugative
sufficesof verbsandadjectivesalwaysbeingexpressedn hiragand(i.e. okurigana) but forming

asinglelexical unit togethemith the headkanji character
11. Notice that in somecases,graphemesggmentscan be madeup of more than one kaniji

characterasoccursfor JEAFR kaze‘commaon cold” above.
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Level 0

Level 2
Sequential
voicing possible

Level 1
Gemination
possible

Level 3

Sequential voicing and
gemination possible

Figure 2. Canorizationflowdart

b) Leve 1 (—left, +right context): possibility of geminatian or conjugation
c) Leve 2 (+left, —right context): possibility of sequentialoicing

d) Leve 3 (+left, +right context): possibility of all of gemirationor conjugation,
andsequetial voicing

Level 0 singletonsggmeris canbe assumedo compise the basereadirgs from
which readngs at other levels are derived. Quite commonly, readirgs are derived
through zeroderivation, wherely no phanetic/conjunctive alternatiortakesplace.We
work through the variouslevelsin decreasig numeic order, anddeternine whether
a unigue basereadingexists for eachgraghemesegmentfrom which the obsened
readirg hasbeenderived. In the casethat suchan analysisis possible,we recad
thetype of alternation andupdateits frequency by incrementing the frequency of the
alternationby the frequency of the string in which alternationwas found to occug
combhining it with thatof thebasereadirg. In thecasethatmultiple matchesarefound
for variantsof the original readng with identicalkanji conten, the frequerty of the
original kanji—readingstringis distributedequallybetweerall matchirg entries.The
canotization processis depictedn Figure?2.

First, we perfam conjugational analysis[BAL 98] at Levels 1 to 3 to establish
whethereachsegmernt hasanundetying verbd or adjectval form. At eachstep,we
thenperfam a matchover boththe original form andthe baseconjugationd form(s)
of thereading This distribution of frequeng/ exterdsto ary phanologcal alternaion
or conjugationassociateavith eachmatch.

Next we attemptto meige Level 3 entrieswith Level 1 and2 entries,andthen
Level 1 and2 entrieswith Level O entries. The reasonfor this particularordeing of
the canorization processis that, wherepossible,we wish to isolatethe effeds of a
single phorological process at a time to maintainanalyticalconsisteng throughout
the canmizationprocess Many segmerts do not occu atLevel O (i.e. asstand-aloe
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charactes) but canbe found in multiple instancesat otherlevels. For examgde, 3
hatsu“emit” occus atall of Levels1 (e.g.3 3 happyou“preseration”), 2 (e.g.Jit

¥ geNpatsu'nuclearpower”) and3 (e.g & ¥ 1T mihakou “unpublished”) but not
level 0. We thushave noimmediateindicationof its canorical form, but basecon the
alignment datawe know thatit takesreadirgs hag'? andpatsu In this example the
Level 3 readng of hag is not voicedbut hasundergore gemindion, mearing it is not
in cananical form. Sincewe have no instancef unvoiced,nongemiratecandidaes
at Leved 3, we postpame disamliguatingthe canaical form andmeige hags with the
existing Level 1 readirg. Thisleavesuswith two reading: has atLevel 1 andpatsu
atLevel 2. Thecanorical form for hag canbeary oneof thehatsu,hachi, haku,haki,

etc. Ontheotherhand patsuis semi-wiced andis therefae eitherthecanonicaform

in itself or derived from the voicedbatsuor unvoicedhatsu Throwgh theinteradion

of Levels1 and2, we candetermire thatbothreadirgsarederivedfrom the canaical
form hatsusowe recordthemassuchandupdde the correspndingfrequencies.In

thecasehatnomeming of reading is possiblehrough thecanmizationproaess each
readirg is promotedto Level 0 asa separate@eadingtype.

After canorization, our datafrom above would look asfollows:

¥ | 2 (hap| pyou = (hatsu| hyou +genination +voicing
EY | B[ (wari | biki)= (wari | hiki) +voicing
AR | # (kaze| gusur) = (kaze| kusuri +voicing

While canorizing the reading, we keeptrack of casesvheregentne alternaion
took place(casesvhereentriesat differentlevels weresuccessfullymemed togetrer
basedon a conjugation, gemiration and/orsequentialoicing analysis) so asto be
ableto reapplythemasindepenlentprobabilitiesbelow. Also we count the numter
of occurenceof eachreadng for a givenkaniji sggmert andcorvert this numterinto
the prokability of the given kanji sggment taking eachreading P(r|k). Notice that
this probability depadson the karji charater in question unlike the probability of
voicing and genination alternatiors which depend on the readingrealizationof the
segmert in question. We furtherextendthe setof alternatiors we considemith vowel
shortetng/lengttening, the probability of which is calculatedas the percentge of
short/lorg vowelsin our dictionarysetmultiplied by aweightfactor*3

4.4. ReadingGenerationand Scoring

After extracting the setof sggmentreadirgsandcalculatingthevarious alternaion
probabilities, we proceedto geneate andscoreplausiblereadirgs. The first stepin
this processis to segmentup the target string, so asto be ableto look up reading
for theindividual sgmeris andcompaetheseinto anoverall reading For the string

12. Where“ " indicatesthe final kanasyllable hasbeengeminatedj.e. ha; equatedo the
kana-formid - .

13. In all experimentsdescribedn Section5 we usea weight factorof 0.05 for both vowel
shorteningandlengthening
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Function:SegmentReadinQ

BEGIN
Input:
s segment
Rs={(r1, P), (r2, P2)....("x, Px) } where(r;, P;) is areading probalility tuple
A = {(ai1, az, ...a;)} wherea; is analternationwith probalility P,

forii from0Otok — 1 do
(re, Pe) < (v, Pii)
forifrom0Otoj — 1 do
Trew “— @i(Tc)
Prew — Pe X Py,
if 3(r, P) s.t.(r, P) € R, /\ = Tnew
P— P.+ Prew
else

RS — Rs U {(rnew7Pne‘w)}
enddo
enddo

normalizeR; s.t. ZR— =1 VY(r:, P;) € Rs
i=0
return 2,
END

Figure 3. Pseudecodefor the SegmentReadinfunction

F27 5 hapyousuu “to preset?’, for examge, we would ideally partition it into
the threesegmeris 3, 2 and§ %; for the non-ompositioral AR kaze*comma
cold”, asingleseggmentanalysismay be moreappiopriate.We testtwo segmentdion
method, basedn bigramprobailities andscriptbourdaries.

The bigram-basednethodconsistsof taking eachcharacte bigramin the target
string and using the grapheme-phoneane alignmen datato rate the probability of a
segmert occuring atthatpoint. As notedabove, katakanandhiragaastringstake a
unigue kara-basedeading irrespectve of how we sggmentthemup. We thuschurk
all contiguaishiraganaandkatalkanacharactes (andalpha-rumericstrings)togetter
into a unigram unit. The outpu of this methodis a setof different string segmen-
tations, eachof which is associatedvith a probaility basedon the product of the
bigramprohabilities at eachpotentialsegmen insertionpoint.

The script boundary segmeriation methodadoptsa much simpler apprach, in
insertinga sggmert marker at eachscriptdemacationpoint (e.g. betweereachkarji
andkanacharactey, andadditiorally insertinga segmentbetweeneachpair of kani
charactes. This sgmenation schemaesultsin a consideable simplificationof the
geneationprocessandproducesa unigue segmentationof agivenstring. This comes
at the costof preventing gererationof the correct readirg for multi-karji segmerts
(e.g. BB kaze‘comman cold” from above).
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Having segmerted the strings,we next geneate scoredreadirgs accordng to the
following steps:

1) For eachsegmert in word W, usethe previously calculatedsetof reading R
containng reading-prdbability tuples(r, P(r|k)) and expard it to include ary ad-
ditional readirgs resultingfrom apgication of alternatisns undercorsideration. For
eachapplicale alterndion a, we calculatea new tuple (7w, Prew) Where P, is
calculatedunder assumptio of sggmert indepemlenceasin equation(1) and .,
is theresultingreading If the readng wasin the setoriginally, the probabilities are
addedandif notthe naw tupleis insertedinto thereadingset. After the completeset
of readirg—pobability tuplesis obtainedwe normdize the probabilitiesto sumto 1.
Figure3 gives thealgoithm for geneatinga compete setof readirgsfor asegmert.

Prew = P(r\k) X Py [1]

2) Createan exhaustie listing of readirg canddatesry, for eachdictionar en-
try W by concateating individual sggmen reading and calculatethe probability
P(rw|W) of eachbasedon the evidencefrom step1 and the naive Bayesmodel
(assumingndepemlencebetweenall paraneters)asgiven by equdion (2). Figure4
givesthe simplified recusive version of the geneation algorithm. The actualimple-
mentationis iteratve andoptimizedto avoid unne@ssaryepetitive calculatins.

Plrw|W) = P(rinlsin)
= [[Peilso) [2]

i=1

While gereratingreadirgswe applya probability threshdd keepingonly thereading
with a highe probaility. Then,we nomalizethe probabilities of the prured setof
readirgsto sumto 1.

Povln) = ponT

_ FW) PGW)
= SSEW) PO 4l

3) Calculatethe corpus-basedrequeng F'(W) of eachdictionay entry W in the
corpws andthencornvertit into a string probability P(W), accordng to equatia (3).
Notice thatthe term >, F'(WW;) depedson the given corpus andis constan for all
stringsW in a samecorpus. UseBayesrule to calculatethe probability P(W|r) of
eachresultingreadirg accordiry to equation(4). Here,aswe areonly interestedn
therelative scorefor eachiV given aninputr, we canignore P(r) andthe constant
>, F(W;). Thefinal plausibility grace of a usersearchig for dictionay entry W by
quenying with readingr is thusestimatedasin equatia (5).
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Function:WordReading()

BEGIN
Input:
S[1,2,...n] whereS[i] is asggment
L[1,2,...n] whereL[i] is asetRg; of readingsof S[i] with associategrobaliliti es
A = {ai1, as, ...a; } wherea; is analternatiorwith probability P;
R «— SgymentReadin@1, L1, A)
ifn>1
R — R ® WordReadingS|[2, ..., n], L[1,2,...n], A)
whereR; ® Ry = {< 1, P >| r =concat(ry,r2), P = P1 % P2
N\ <ri,PL>€ Ri \ <r2,P >€ Ry}

pruneRst.R={(r,P) | P > Pinreshotd}
normalizerRs.t.) " ' Pi=1 Y(r;, Pi) € Rs
returnR

END

Figure4. Pseudecodefor the WordReadingfunction

Grade(W|r) = P(r|W) x F(W) [5]

4) To completethe readirg setwe insertthe correctreadirgs for all dictionay
entriesWyqn, thatdid not containarny kanji charactersand for which no reading
weregeneatedabove, with plausibility grack calculatedby equatio (6).14

Grade(Wiana|r) = F Wkana) (6]

Furthernore, if the generatio stepfailed to generge a correct readirg for the
dictionay entry contairing kanji, we addit to thereadingsetsincewe wantto assure
theability to searcHor adictionaryentryby its correctreading

4.4.1 Failureto genemtethecorrectreading

Even though we startout with a correctdictionay readingas the input to our
systemjt canfail to gereratea correct readingfor adictionary entrydueto oneof the
following reasos:®

a) Incarrect sggmertation. Whenthe initial segmentaion of multi-kanji unitsis
incorrect, it canobstructgeneation of the correctreadirg. For exanple, if theinitial
segmertation of 317 omiyage “souvenir’ is ( 3 | = | £ ) the systemmay be
unabe to generatehe correctreadingsinceit is notcompasedof individual character
readirgs.

14. Here,P(r|Wikana) is assumedo be 1, asthereis only onepossiblereading(i.e. r).
15. In theworstcaseof experimentalgenerationthe systemfailedto generateorrectreading

for 6277readings
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b) Thresholdprobability. In somecasesthe corred readirg is geneatedwith a
very low probability andfiltered out aspartof the pruning. However the pruring is
necessarginceduring the testruns of our geneation algorithm, we run into prab-
lemswith very large numbersof reading beinggeneatedfor eachdictionary entry,
resultingin our readingdatabasgrowing beyond availabledisk capacity

c¢) Graphemegapping. Gappng takes placewhen certainpart of the phoreme
stringis omittedfrom the graghemestring. For example LT yamarote “uptown” is
commaly writtenwithout theno segmen, whereasthemorecompeterepresentdon
wouldbell] @ . Thecorred readingcanna be createdsincethe the systemcannot
accoun for the gagpedsegmen.t®

d) Alpha-nuneric characterls. When dictionary entries cortain alpha-rumeric
charactes in the graghemestring the phonene equivalert usually containsthe tran-
scribedkanaequivdent (e.g. A B CJIE eebiishiijuN “alphabeic order” and 1 1 O
& hyakuoobaN “emeigend telephme number™’) but our systemdoesnot generate
suchtranscrigions.

By default, we setthe probability of suchcorrect reading to equalthe threshdd
probability appliedin filtering reading during geneation and calculatethe scoreof
thereadingaccordng to equation(5) asbefare.

Note againthat all three stagesof the above proessingare fully autorrated,a
valuabe quality whendealingwith a volatile dictionarysuchasEDICT. With minor
modificatimsit shouldbe possibleto apdy our methalology to a differentlanguage
wherephoremerepresentatiois not clearly derivalle from the graghemerepresenta-
tion.

5. Evaluation

Startingwith the EDICT dictionary we proceeéd throuch the stepsdescribedn
Sectiond4 to geneatenew setsof scoredreading with thecorpus frequenciesrom the
compete setof 200000+sentencein the EDR Japaneseorpws [EDR 95]. Thenwe
implemertiedawebbasednterfacewith pregeneratedeadingsetsaccessibléhrough
aCGl interfacel® Consequetty, we areableto provide real-timedictionary look up
without addtional computationé overthead. The currertly availableimplementgion
covers thefirst four typesof errois describedn Section2.4.

Here ,wewill provide anevaluatian carriedoutwith two basicgoalsin mind: (a)to
evaluatethe effedivenesof the propsedsystemin handlirg querieswith erroreous

16. However, graphemeagappingis relatvely infrequentpheromenaappearingn only 0.1%of
the 5000 randomlychosendictionary entriesusedfor alignmern evaluation. As such,it does
notsignificantlyaffect systemperformarce

17. Hereeehbiisiiis the Japaneseronurciation for ABC andhyakutoois anidiosyncraticpro-
nunciationfor 110

18. Thesystemis freely availableathttp: //www.foks.info/
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readirgs, and (b) to examire the effec additioral searchoptiors andthe size of the
readirg sethave on theusersability to find the desiredentry.

5.1. Datasets

From the outsetof our project, we werefacedwith the problemof finding a col-
lectionof naturally-occuring readingerras thatcould be usedto evaluatethe FOKS
system.While therewasa lot of informationon typesof errors madeby learnes of
JapaneséseeSection2.4),we wereunable to locatea databasef recodednatually-
occuring readirg erras. Instead we look to two othersourcedor testdatasets.

The first sourceis a setof practiceprodemsfor the Japanesé@roficieny Test
[SUZ 96, MAT 95. The Japanesgovernmer hasestablisheda four-level certifi-
cation programaimedat evaluating the ability of nornrnative learnersof Japanesé
readirg compehensionlisteningandvocahulary. We have collecteda numkber of dif-
ferentbodks usedfor theprepaationfor the proficieny examandextracted420level
2 word readingproblens. Eachprobem consistsof aword given in its normal karji
form, with four potertial readirgsin kana,only oneof which is correct. During the
test, the exaninee is requestedto choosethe correct readingfrom amongthe four
candidates.Herearesomeexamge wordswith candicaitereadirgs®

) soshoulawsuit™: sousho soushou sosho
ft < katamiku“lean”: muku  kizuku  uchiaku
P nikushiN“blood relative’:  nikuoya nisshiN  nikuya
& kemuri“smoke”: homoo  hi susu

Thesecondsetof datais a collectionof 139entriestakenfrom aweb sitedisplay-
ing real-world readingerrors or godoku “wrong reading madeby native spealersof
Japanesé& Eachentry consistsof a word given in kanji-kanacombiration andone
incorrectandcorrectreadingeach.Theseentrieswerecompiledfrom various sour@s
andassuchshouldreflectthewide variety of possiblereadingerrors.

For bothdatasetswe chamgedall theverbandadjective formsto basicdictionay
form for boththe word andall of its potertial readirgs to make themapprariatefor
dictionay quenrying.

5.2. Comparisonwith a corventional system

We first createdour databasesf readirgs: (a) two usingthe bigram segmentaion
modéd (labeledBi” in consegenttables)trainedon extractedalignmen dataand(b)
the othertwo usingthe kanji-script boundary segmentation mocel (labded “Ka” in

19. Herewe give the correctreadingin the gloss.In the actualtest,the correctreadingsanbe

atary of thefour positions.
20. http://www.sutv.zaq.ne. jp/shirokuma/godoku.html
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Corv. Bi Bi Ka Ka
(1x1073)  (I1x107%)  (1x1073)  (1x107%)
Totalreading 97,27 3,440,866 8,%64,8M 4549152 13,812,273

Size(MB) 13 116 314 164 534
Uniquereading 77,827 3,006,900 8,5%3,88 4,543893 13,87,04
Ave.R/E 1.8 3637 93.46 47.% 14562
Ave.E/R 1.6 1.30 1.26 1.21 1.14
Max. R/E 6 821 53A 317 2223
Max. E/R 27 162 182 167 189

Table 1. Basicbreakdavn of differentsetsof readirgs

consegenttables)puttingeachkanji charactein aseparatsggmer (seeSectiord.4).
For eachmodel we usedtwo differert threshdds, 1 x 1073 and1 x 104 respectiely.
Thebasicbreakawn of thesesetsis givenin Table1.2!

Giventhetwo datasetsandfour readingsetswe ranthefollowing expeimentfor
eachcombination. For eachentry we queriedthe systemwith the correctandthen
theincorrectreadirgs. As a baselinewe useddirect matchingover the baseEDICT
dictionay to mimic a corventioral system Whenexeauting thequerywe courtedthe
numter of resultsandwhetherthe desiredentry wasamongthe candidateseturnel.
Providedthatthesystenmsuccessfullyeturredthedesiredvord asa candidateve also
courtedits rank In somecasesthe word wasnot containedn the dictionay sowe
excludedit from theevaluatian. Theresultsof theseexpeimentsaregivenin Tables2
and3. In eachtable,we givetheerrorrediction rate,calculatedaccordng to equdion
(7). Thisratereflectstheimprovementover the corventional system.

Success ful Queries — Baseline Success ful
# Queries — Baseline Success ful

ErrorRed. =

[7]

For eachtestrun we alsogive the MeanRankandthe Relative NormalizedMean
Rank(RNM Rank)which exemgify how highthe desiredentryis rankedin the can-
didatelisting and how the rank dependson the numter of candidates,respectiely.
RNM Rankis calculatedaccoding to equation(8). Thelowerthisvalueis, thebetter
In anideal systemthe desiredentrywould alwaysrank 1stsothe RNM Rankwould
beO.

i Rank of Candidate — 1

— Number of Candidates — 1
RNMR == - [8]

21. In thistableR standdor readingsandE for dictionaryentries.
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Corv. Bi Bi Ka Ka
(1x1073)  (1x107%) (1x1073) (1x107%)
# Queries 1189 1189 113 118 1189
Ave.#Results 2.26  10.3 14.58 11.8 15.%
Successful 18 484 512 547 574
Error Red.(%) O 39.9 42.19 45.18 47.48
MeanRank 1.66 1.% 2.05 1.84 1.9
RNM Rank 0.22 0.08 0.07 0.07 0.06

Table 2. Resultdor Level 2 words

Conv. Bi Bi Ka Ka
(1x1073)  (1x107%) (1x1073) (1x107%)

# Queries 77 77 77 77 77
Ave.#Results 1.53 7.8 10.96 8.22 11.48
Successful 10 38 39 51 55
ErrorRed.(%) O 41.0 43.28 61.19 67.16
MeanRank 1.4 3.8 3.90 3.16 3.%
RNM Rank 0.18 0.20 0.24 0.18 0.19

Table 3. Resultsfor godokuwords

From Table 2, we can seethat our systemis ableto hande a large numbe of
erroreousreading ascompaedto the corventioral system.The erra rateredudion
ranges from 39.80%t0 47 48%. Thecorventiona systemis ableto hardle 18reading
dueto the factthat thosereadngs might be appiopriatein different contexts andas
sucharerecodedin thedictionary However, differentreadngsusuallycoincide with
different meanirys (and herce translations). Due to the natureof the cornventional
searchthe userwould not be aware of alternatereading/translationsot returred by
the system.In our system,on the otherhand,we offer a list of all potenial reading
andtranslationdor the userto chomse from so the usercan make the decisionasto
which translationis apprgriatein the givencontext.

From the error redwction rates,we can seethat the “Ka” segmenation methal
resultsin bettercoverageof erroreousreadirgs even for lower threstold valuesand
smallerreadirg sets. Furthernore, the meanrank of the desiredentry amorg the
candidchtesretumedis alsolower thanfor the“Bi” segmertationmodd. As expeded,
aswe decreas¢he cut-off thresholdthe number of successfulhhandlel queriesises,
asdoesthe averagenumber of canddatesreturred. Nonethelessthe MeanRankand
RNM Rankareboth quite low, shaving thatthe desiredentry on averag rankshigh
in thecanddatelist.

Looking to Table3, we canseethattheerra ratereduction is evenhigher, with the
maximum improvemert reaching67.16% for the largestgereratedset. We canalso
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Level2 godoku

Queries 1189 77
Successful 587 55
Previous Best 574 55
Coverage Increase 13 0

Error Reduction(%) 48.9 67.16

Table 4. Queryresultsfor reading setsgenertedwith no thresholdapplied

seethatthe numbe of candidatesreturred is somavhat lower and that the average
rankof thedesiredentryis higher. This canbe explained by thefactthatthe average
charactelength of erroreousreading in this setwas4.35 characteras opposedto

2.49charatersfor Leve 2 readirgs. Elsavhere,we have establishedhatthe numkber

of resultsreturneds smallerfor longer queies[BIL 02].

Here are several examges of successfullyaandlederroreousqueries,with the
numtersin bracletscorresponthg to theerrortypesin Section2.4:

ryuushu=- #5F rusu“absence’[1,2]
zeki= e seiki“century” [1,3]
koki = A kouki“secondhalf” [4]

As seenabove, decreasinghe prabability threshdd to prure the geneatedread-
ingsincreaesthe coverageof the erroreousreadirgs. Nonetteless we wantedto see
if thereis anupper limit to the errar coverage,sowe ranan additional experimentin
which we createdan exhaustive readirg setfor all thewordsin our datasetswithout
apphjing ary threshdd; we usedthe samequerieson this setaswe did in the pre-
vious experiments. The resultsare depictedin Table4. We canseethatthe system
canhande 13 more queies for the Level 2 words thanthe previous bestresulton
setsgenersed with a threshold but that the total remairs the samefor the goddu
words. Notethatthis increasdn coveragecomeswith anexponentialincreasdn the
readirg setsize(178MB for 764 entries)which preventsgeneationandstorageof the
comgetereadingsetfor thewholedictionay.

Fromthe above data,it would appearthatthe “Ka” segmentdion schemaesults
in highercoverageof erroreousreadirgs. Recallthatthis segmertationschemdorces
eachkanji charater into a separatessegment andinsertssegmentboundariesat each
scriptbourdary.

5.2.1 RemainingProblems

We analyzdthe setof readirgsthatnore of the systemgestedcould handle,and
found a numbe of systematiqgorodemswith our systemarisingfrom the manrer in
whichwe generateeading withoutaccouning for all aspectsausingreadingerrors.
In the Japaneseroficiency testdata,the incorrectreading are commony reading
of semanticallysimilar words. The word £ kemuri“smoke” hasreadng candidades
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suchas horoo “flame” and hi “fire”. Also, the reading are often borrowed from
the wordswith the sametrailing kanacontent. For examgde, €% % sadameru‘set”
hasa candidae readingof kimeru(derived from # % kimeru“decide”) dueto the
comma suffix (mery. While we have discussedhesephenanenain the context of
comma readingerras, they are presentlynotincludedin our gereratve mocdel and
conseqently resultin unsuccessfudearches.

In thegoddku readirg data,two othercommontypesof errorpresentec prodem
for our system.The majority of entrieswe could not hardle werethe resultof confu-
siondueto graphical similarity. For exanple, ##L ofuda“talisman” canbe confused
with 4L orei “thanks, gratitude”. Another comnon prodem is kaniji stringsbeing
interpretedasprope nameshenceakingonunusuakeadngs. Althoughwe haveim-
plemenedananalogaissystenfor searchinghe EDICT proper noundictionary with
readirgsderivedfrom comman words,we currerily offer no solutionfor the oppcsite
proldem of regularwordsbeinginterpretedasprope names.

While we recaynize that our systemstill hasdeficienciesat present,our experi-
mentshave shavn thatit significantly increaseglictionay accessibilityin the case
that the prescrigiive readirg is not available, and as suchshouldaid the learne of
JapaneseAdmittedly, this evaluation was over datasetsof limited size,largdy be-
causeof thedifficulty in gaining accesso naturallyoccuring kanji-readingconfusion
data.Theresultsare,however, promisingasfar asboth coverageandappopriateress
of the scoringfunction areconcened.

5.3. Readingsetanalysis

Sincewe createa large number of plausiblereadirgs,apotertial prodem wasthat
alarge numter of candicaiteswould bereturredfor eachreading obscuing dictionay
entriesfor which theinput is the correctreadirg andpendizing compéentusersvho
mostly searchthe dictionary with correctreadirgs. Therefore, we tried to establish
how mary candidaes arelikely to be returnedfor an arbitrary userquer.. Due to
spaceconstrais we only look atthesmallerKa” setwith thel x 10~2 threshold??

The distribution of nurber of word entriesreturnedfor the full rangeof readirg
typesgeneratedy the propcsedmethodis givenin Figure5. In thisfigure,Baseline
represetsthereadirgsin theoriginal dictionary, thedistribution of whichis calculated
over the original dictional. EXisting is the subsetof reading in the generged set
that existed in the original dictionary and All is all reading in the geneatedset.
Thedistribution of the lattertwo setsis calculatedover the geneatedsetof readngs.
The z-axis representshe nunber of resultsreturred for the given readirg andthe
y-axis represets the natual log of the numter of reading returring that numker
of results. It canbe seenthat only a few readirgs retum a high number of entries.
943 out of 4,543,838 or 0.024 of the reading returnover 30 results. Note thatthe
average number of dictionay entriesretumed per readirg is 1.21 for the complete

22. Thisis thesetthatis accessibl@thttp://www.foks.info/
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Figure5. Distribution of resultsreturnedper readingfor the“Ka” model

setof geneatedreadirgs. Whenqueies arealwaysthe corred readirgs, the average
numter of entriesreturnel is 3.23

Abovewe have providedevidene undetining theability of thesystento directthe
userto the desireddictionar entry from awrongreading andwith minimal filtering
of spuriots hits. Oneoutstandig pointof interestis therelative speed-upn dictionay
lookup the systemoffersto alanguag learnerwhich we leave for futureresearch.

6. Discussion

In orde to emulatethe limited cogritive abilities of a languaye learner we have
optedfor asimplisticview of how individual kanji charaterscombine in compainds.
In step2 of readirg generatio, we usethe naive Bayesmocdel to calculatean overall
probability for eachreading andin doingsoassumehatcommnentreadirgsarein-
depenlentof eachother, andthat phondogical andconjugationalalternationin read-
ings doesnot depad on lexical context. Clearly this is not the case. For exanple,
kanji readirgs deriving from Chineseandnative Japanessourceqon andkunread-
ings, respectiely) tend not to co-occu in compaunds. Furthemore, phorological
andconjuationa alternatims interactin subtlewaysandaresubjectto a nunber of
constraims [VAN 87].

However, depemling onthe proficiercy level of thelearner s/hemaynotbe aware
of theserules,andthusmaytry to derive compoundreading in amorestraightbrward
fashionwhich is adeqately modele@ throudh a simplistic independerce model. As
canbe seenfrom our expelimentsour systemis effective in handlinga large numker



24 L'objet—8/2002 LMO'2002

of predictdle readirg erras, therefoe justifying the soundmessof our model. While
the resultsvary accordimg to the testdataandthe size of the generted readiry set,
our systemoutperfornms the corventiond systemin all our experiments perfamed.
Furthemore, the numter of respmsesis on averag low enoudn (lessthen4) thatit
doesnotinhibit the usefunessof theimprovedsearchability.

Nonethéess, the cognitive model can be improved further. We intend to mod-
ify it to incorporatefurther constrairs in the geneation processafter obsening the
correldion betweertheinputsandselectedlictionaryentries.To thisend,we arecol-
lectingusagedatafrom our seners andfeedtack from users.Furthernore, asbriefly
pointedoutin Section5.2.], thecurrert cognitive modé still doesnot cover all types
of readingerrors, with graphic andsemanticsimilarity beingnotalie sourcesf error
currertly nothandled The problemwith including thesetypesof errois into our cog-
nitive modelis thatit is not straightbrward to quantify them. In the caseof graphic
similarity, limited researcthasbeencondictedon analyzingkanji similarity at the
stroke level [MAE 02] but the coverageis still too limited for geneal purposedic-
tionaries. On the otherhand semanticsimilarity hasreceved a lot of attentionin
researcton disambigation andlexicograpty, but still remans one of the larger ob-
staclesn NLP in geneal. Note thatwe have taken tentative stepstowards handing
readirg confusiondueto word4evel co-ocarrene, asdetailedin [BIL 03].

Finally, all thework onthis dictionary interfaceis corductedundertheassumption
thatthetargetstringis containel in theoriginal dictionar andthuswe baseall readirg
geneationonthe existing entries,assuminghatthe userwill only attemptto look up
wordswe have knowledge of. The systemallows for motivated readng errois, but it
providesnoimmediatesolutionfor rancom readng errars or for casesvhereuserhas
no intuition asto how to readthe charactes in thetarget string.

7. Conclusions and Future Work

In this pape we have described=OKS, a systemdesigné to accomnodateuser
readirg errors andsupplenent partial knowledgeof the readirgs of Japanesgords.
Ourmethodakesdictionary entriescontainirg kanji charactesandgeneatesreading
for each,scoringthemfor plausibility in the process. Thesescoresare usedto rank
thedifferentword entrieswith geneatedreadngs corresponding to the systeminput.
The proposedsystemis web-basedndfreely accessiblelnitial evaluationindicates
significantincrease$n robustressover erroneasinputs.
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