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A Comparative Evaluation of Recent Corpus-Based Word
Sense Disambiguation Techniques
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This paper describes an extensive comparative evaluation of recent corpus-based
word sense disambiguation techniques, focusing around ten Japanese verbs. The
basis of this task is the computation of the similarity between a given input and
examples which have been annotated with its verb sense, and we compare different
methods modeling this process. Through our experiments and discussion, we found
the effective components of word sense disambiguation to be: (a) the use of the
syntactic relation between a target verb and its complements (case pattern), a,nd
(b) the use of existing thesauri to approximate human knowledge. ‘
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1 Introduction

This paper describes an extensive compara-
tive evaluation of recent word sense disambigua-
tion (WSD) techniques, which represent a cru-
cial component of numerous NLP applications.
We currently focus on the sense disambiguation
of Japanese verbs, for example, the following in-
put sentence containing the sense ambiguous verb
tsukau: )

kodomo ga kozukai wo tsukau.
(children-NOM) (allowance-ACC) (?)
In Japanese, each verb complement consists of a
noun phrase (case filler) and a case-marking suffix
(case marker), for example ga (nominative), ni (da-
tive) or wo (accusative). The “EDR” Japanese ma-
chine readable dictionary [3] defines multiple senses
for the verb tsukau, sample of which are “to em-
ploy”, “to operate” and “to spend”. Among these
candidates, one may notice that the correct inter-
pretation of the fsukau in the above input is “to
spend”. Note that the task of disambiguation as
discussed in this paper can be termed “categoriza~
tion” because the plausible verb sense is selected
from predefined candidates.

Reflecting the growing utilization of machine
readable texts, a number of corpus-based WSD
techniques have recently been proposed. The basis
of these methods is the computation of the scored
similarity between a given input and an example
sentence set already annotated with its verb sense
(mostly annotated by human experts). Suppose we
have an example related to the sense “to spend”:

kare ga chokin wo - tsukau.

(he-NOM) (savings-ACC) (“to spend”)

One may notice that the verb in the input above
can easily be interpreted as the sense “to spend”
based on the previous example, given that the case
fillers “kozukai” and “chokin” in the accusative are
semantically similar. .

While proposed methods have described their ef-
fectivity for a dedicated application, to the best
of our knowledge no study has seriously compared
different approaches. Figure 1 shows the flow of
corpus-based word (verb) sense disambiguation, for
the given three approaches. Prior to the core disam-

biguation process, morphological analysis, includ- -

ing lexical segmentation and part-of-speech tagging,
is needed because Japanese sentences lack lexical
segmentation. Given this input, there are two al-
ternative methodologies. The first approach is sen-
sitive to the syntactic and semantic content of com-
plements the target verb requiring disambiguation,
based on the intuitively feasible assumption that
the sense of a verb is likely to be dependent on

its syntactically governing complements. This ap-
proach is commonly used, and found in a number of
verb sense disambiguation techniques [6, 12, 13, 22],
most of which can be termed “example-based”
sense disambiguation methods. This notion' is
also evident in a number of verb clustering meth-
ods [2, 10, 21).

The second approach simply relies on colloca-
tional information, disregarding syntactic relations.
This approach is used in many WSD techniques for
noun sense disambiguation {2, 17, 24].

We can further subdivide the syntactic approach
into two different subapproaches. The first uses
an example database (database, hereafter) which
contains examples of the verb-complement struc-
ture, as in their original form. This can be
called the rigid example-based approach. On the
other hand, since this rigid approach is suscepti-
ble to the data sparseness problem, most example-
based techniques divide the verb-complement struc-
ture into individual complements (in other words,
the database contains a set of tuples of the form
<noun, case marker, verb>), and allows any possi-
ble combination of complements marked with differ-
ent cases. We shall call this the integrated example-
based approach.

Subsequent the disambiguation process, we also
estimate the degree of the certainty as to its in-
terpretation, a topic which has not been discussed
seriously in most WSD research.

Section 2 elaborates on the candidate methods
given in figure 1 (bracketed by “{}”), and section 3
compares them by way of experiments. Discussion
is added in section 4, followed by the conclusion.

2 The different methodologies
2.1 Syntactic analysis

Syntactic analysis, in which the verb-complement
structure is extracted from its input, is especially
poignant when the input comprises a complex sen-
tence. To achieve this process, we have two candi-
date methods. On the one hand, full parsing with
rich grammar rules is ideal. On the other hand,
partial parsing with simple heuristics can be prefer-
able because (a) the manual construction of a gram-
mar is expensive, (b) automatic grammar acquisi-
tion does not seem to be advanced enough to be
practical, and (c) we only need complements of the
target verb, rather than a full syntactic analysis.

To conduct full parsing, we experimentally used
the Japanese “QJP” parser [11]. We also used this
parser as the morphological analyzer for all three
WSD approaches focused on in this paper. In re-
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Figure 1: The flow of corpus-based verb sense disambiguation, and candidate methods for each process

gard to partial parsing, we introduced the two sim-
ple heuristics given below:

o each complement (noun + case marker) is as-
sociated to the predicate of highest proximity,

¢ complements containing the genitive case
marker no are not considered because they can
constitute either possessive or nominative case
markers, and are thus confusing

It should be noted that based on the extracted syn-
tactic structure, we discard verb sense candidates
with case frames not corresponding to the obliga-
tory case content of the input!. Those discarded
candidates are not considered in the following pro-
cess.

2.2 Similarity computation for the
rigid example-based approach

In the rigid example-based approach, the simi-
larity between an input and an example is com-
puted based on the similarity between their respec-
tive case fillers. Figure 2 depicts a general schema
for this notion, in which z denotes an input, and
e denotes an example associated with verb sense s
in the database. z. and e. denote the case fillers
marked with case ¢, in z and e, respectively. In the
following two paragraphs, we will explain two dif-
ferent ways to compute the similarity between case
fillers.

input z: =z, =z, ... =z, v(?)
T 1
examplee: e, €, ... e, v(s) |

Figure 2: Similarity computation between the in-
put and examples under the rigid example-based
approach

'In the example-based approach, the case frame of a verb
sense is given as the case pattern of each example associated
with a given verb sense in the database.

Jakkusu (facsimile)
_EE konpyuutaa (computer)

kikai (machine)

nenryou (fuel)
——: shigen (resource)

zeikin (tax)

Figure 3: A fragment of the Bunruigoihyo thesaurus

Table 1: The relation between the length of the path
between two nouns n; and ny in the Bunruigoihyo
thesaurus (len(ny,n;)) and their relative similarity
(sim(ny,7n2))

len(ni,na) | 0 2 4 6
sim(ni,n2) [ 12 11 10 9

10 12 14
7 5 0

8
8

Hand-crafted thesauri Most example-based
techniques [6, 12, 13, 22] use existing hand-crafted
thesauri (for example, Roget’s thesaurus [1], Word-
Net [14] or Bunruigoihyo [16]) for the similarity
computation. For our experiments, we used the
Japanese Bunruigoihyo thesaurus, which is com-
monly used in much NLP research. Figure 3 shows
a fragment of the Bunruigoihyo thesaurus includ-
ing some of the noun entries, with each noun corre-
sponding to a leaf in the structure of the thesaurus.
The similarity between two nouns can be measured
based on the length of the path between them. We
used the metric proposed by Kurohashi et al., as
shown in table 1.

The total similarity between an input and exam-
ples is computed by summing the similarity between
the input case filler and the example case filler for
each case, as in equation (1).

sim(z,e) = 2 sim(z., ec)
cEx
Here, sim(z,e) denotes the similarity between the
input = and example ¢, and sim(z., e.) denotes the
similarity between the case fillers x. and e,, which
can be measured based on table 1.

(1)



Vector space model There are a number of sta-
tistical models for word similarity computation, but
the model with widest usage is the “vector space
model” [2, 10, 21]. Unlike methods based on hand-
crafted thesauri, this model tends to avoid human
overhead and bias. In this model, each noun n is
represented by a vector comprising statistical co-
occurrence factors. This can be expressed by equa-
tion (2), where 7 is the vector for the noun in ques-
tion, and t; is the co-occurrence statistics of n and
each co-occurring verb.

A=<ty tyy «oey iy oo >

)
Co-occurrence data was extracted from the RWC
text base RWC-DB-TEXT-95-1 [18]. This text base
consists of 4 years worth of Mainichi Shimbun [19]
newspaper articles, which have been automatically
annotated with morphological tags. The total mor-
pheme content is about 100 million. Instead of con-
ducting full parsing on the text, several heuristics
were used in order to obtain dependencies between
complements (noun + case marker) and verbs in the
form of tuples <m,c,v>. In regard to t;, we used
the notion of TF-IDF [4], in which #; is calculated as
in equation (3), where f(<n,c,v>) is the frequency
of the tuple <mn,c,v>, f(<c¢,v>) is the frequency
of tuple <c,v>, and N is the total number of the
tuples within the overall co-occurrence data.

N
t; = ,6,v>) - log ————— 3
(= f(<mev>) gz @)
We then compute the similarity between nouns z.
and e. by the cosine of the angle between the two
vectors 7, and ¢€;. This is realized by equation (4).
T+ €

=TT 4
|Zzllez] @)

In regard to the total similarity betweén the input
and an example, we simply use equation (1).

sim(z;,ec) =

2.3 Category assignment

In category assignment, we compute the score for
each sense candidate of the input verb, based on the
similarity computed in the previous process, and
then select the sense with maximal score.

Nearest neighbor In the nearest neighbor (NN)
method, only the example which is most similar to
the input is considered in the score computation.
The score of verb sense s, Score(s), is expressed by
equation (5), where sim(z, e) denotes the similarity
between input x and example e, and £, denotes the
example set associated with sense s in the database.

(5)

Score(s) = max sim(zx, €)
eef,

k-nearest neighbor In the k-nearest neighbor
(k-NN) method [7], ¥ most similar examples (K)
“vote” on the sense of the input verb?. That is, the
score of verb sense s is expressed by the number of
examples associated with sense s in K. '

2.4 Similarity computation for the in-
tegrated example-based approach

Figure 4 shows a fragment of the entry associated
with the verb tsukau for the integrated example-
based approach. The database lists several case
filler examples for each case. The difference with
the rigid approach is that since this approach al-
lows any possible combinations of case filler ex-
amples (marked with different cases), the number
of example sentences is implicitly increased by a
combinatorial factor. Thus this approach tends to
avoid the data sparseness problem. On the other
hand, this method ignores collocational restriction
between complements of a verb. We will further dis-
cuss this trade-off through experiments in section 3.

Based on the proposed methods [12, 22], we
compute the score for sense s by way of equa-
tion (6), where sim(z.,e.) for either a thesaurus-
based method or vector space model can be com-
puted in exactly the same way as for the rigid ap-
proach (see section 2.2).

Score(s) = Zma.xeceg‘ sim(z, e.) (6)
cEx

2.5 Probabilistic model

From the viewpoint of probability theory, one
may propose a naive approximation of the proba-
bility that an input z takes a verb sense s, by com-
puting the product of the probability that each verb
sense 8 takes . as its complement (equation (7)).

P(z=3) ~ HP(<a:c,c,s>|a:c) (7)

| cEx

However, since each z. does not always appear in
the database due to data sparseness, we need to em-
ploy a smoothing technique. Grishman et al. pro-
posed a probabilistic smoothing method into the
task of acquiring verb selectional patterns [9]. The
essence of this method is to compute the “confusion
probability” , Po(n|n'), which indicates the possibil-
ity that a noun n can be replaced with a different

20ne may argue that NN is a special case of k-NN: the
score of a verb sense s is 1 when the example most similar
to an input is associated with s, otherwise the score is 0.
However, a scalable score is more preferable when we com-
pute the degree of the certainty of the interpretation (see
section 2.7).
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Figure 4: A fragment of the database for the integrated example-based approach, and the entry associated

with the Japanese verb tsukau

noun n' in a given context (equation (8)).

Po(nn')= > P(n|<c,v>)- P(<c,u>|n)

<c,v> (8)
_flkn,e,v>)  f(<n',e,v>)
T f(<ev>) f(n')

All of the statistical factors in equation (8) are
derivable from the co-occurrence data taken from
the RWC text base (see section 2.2). Introducing
P; into equation (7), we replace the probability
P(<z,¢,8>|z;) with a smoothed factor based on
the product of (a) the probability that verb sense s
takes an example case filler e, as its complement in
the database, and (b) the confusion probability of
z. and e.. This notion can be expressed by equa-
tion (9), where the example case filler which maxi-
mizes the smoothed factor is considered in the score
computation.

Score(s) = H max Po(zcle.) - P(<ec,c, 8> |e)
cEx 2<€Cs
(9)

Since P(<ec,c¢,s>|e.) requires that the co-
occurrence data be annotated with appropriate verb
senses, we used the tuple entries in the database
rather than those take from the RWC text base.

2.6 Similarity computation

based on
collocation ‘

By way of using word collocation instead of syn-
tactic relations, the database comes to contain not
only complements of verbs but also collocations. In
real terms, we only used collocational information
for nouns because functional words such as case
markers are generally more noisy than informative.
Based on the database, the statistical factor for each
collocating word and verb sense, that is, the degree
of association between them, is calculated prior to
sense disambiguation. In regard to the score for
each verb sense, a commonly proposed implemen-
tation is used, in which the score is computed by
summing the statistical factor of each collocating
word which appears in a given input [23], as in equa-
tion (10).

Score(s) = Z A(s,w)

wEinput

(10)

Where A(s,w) denotes the degree of association be-
tween sense s and each collocating word w. In the
following two paragraphs, we explain two types of
statistical factors which were used in our experi-
ments.

Mutual information The notion of mutual in-
formation is used in much NLP research for esti-
mating the degree of the association between two
given terms. In this implementation, A(s, w) is ex-
pressed by equation (11), where f(s, w) denotes the
frequency of w collocating with sense s, and f(s)
and f(w) denote the frequency of w and s, respec-
tively. All these factors are calculated based solely
on the database’.

f(s,w)
A = 7o) Fw)
Conditional probability Another implementa-
tion calculates A(s,w) as the probability that s oc-
curs, when w occurs [20]. This is expressed by equa-
tion (12), closely resembling that for mutual infor-
mation.

(11)

_ fsw)
A= T

2.7 Certainty computation

Since recent WSD techniques still find it diffi-
cult to achieve a 100% accuracy, it is important
to select presumably correct outputs from the over-
all outputs (potentially sacrificing system coverage)
for practical purposes. To achieve this, it is useful
to estimate the degree of the certainty as to the
interpretation, so that we can gain higher accuracy
selecting only outputs with greater certainty degree.

(12)

Single model Fujii et al. proposed a method

for the computation of interpretation certainty (5]

This is based on the following preference conditions:
1. the highest score (Score;) is greater,

2. the difference between the highest and second
highest scores (Score; — Scores) is greater.
This notion is expressed by equation (13), where
C(z) is the interpretation certainty of an input .

C(x) = Score; + (Score, — Scorey) . (13)

3We estimated f(s) as the number of sentences associated
with sense s in the database.



Multiple models In this paper, we newly in-
troduce another method for certainty computation,
founded on the rationale of asking for a “second
opinion”. Intuitively speaking, in similarity compu-
tation, if complementary methods like “thesaurus-
based method” and “vector space model” make the
same interpretation, the certainty of their interpre-
tation is expected to be great. Let s, and s, be verb
senses for an input z selected by different meth-
ods. The interpretation certainty for z is expressed
by equation (14), in which unlike the single model
method, the certainty only takes a boolean value.

C(z) = {

3 Evaluation

3.1 Sentence set

We collected sentences (as test/training data)
from the EDR Japanese corpus [3] (originally pro-
duced from news articles). The EDR corpus pro-
vides sense information for each word, based on
the EDR dictionary, and we used this as a means
of checking the interpretation. Our derived corpus
contains ten verbs frequently appearing in the EDR
corpus, which are summarized in table 2. In ta-
ble 2, the column of “English gloss” describes typi-
cal English translations for the Japanese verbs. The
column of “# of sentences” denotes the number of
sentences for that verb in the corpus, while “# of
senses” denotes the number of verb senses, based
on the EDR dictionary. For each of the ten verbs,
we conducted 4-fold cross validation: that is, we
divided the corpus into four equal parts, and con-
ducted four trials, in each of which a different one of
the four parts was used as test data and the remain-
ing parts were used as training data (the database).

Table 2: The verbs contained in the corpus used

“certain” if 8, = 33

“uncertain” otherwise (14)

English # of # of
verb gloss | sentences | senses
dasu evict 967 5
kaku write 503 2

kuwaeru add 516 4
miru see 1476 17

motomery || request 1123 5
motsu hold 1636 12

moukeru establish 399 3
okuru send 434 9
tsukau spend 2117 7
ukeru receive 1709 10
total — 10880 —

3.2 Comparative experiments

The number of possible combinations of candi-
date methods is so great that we only present the

most representative combinations here, based on
preliminary evaluation of all possible combinations.
First, we compared the following seven methods
(hereafter, we shall use the notation “BGH” and
“VSM” for the Bunruigoihyo thesaurus, and the
vector space model, respectively).

(1) rigid EB + BGH + NN

(2) rigid EB + VSM + NN

(3) integrated EB + BGH

(4) integrated EB + probabilistic model

(5) collocation + mutual information

(6) collocation + conditional probability

(7) lower bound: a naive method, in which the sys-
tem systematically chooses the verb sense ap-
pearing most frequently in the database [8].

In this evaluation; methods (1) to (4) used the full
parsing method with the QJP parser. In Japanese,
complements of a verb are not always provided be-
cause they are often omitted if they are easily pre-
dictable (based on human judgment) from the con-
text. In such a situation, methods (1) to (4) sim-
ply use method (7). Table 3 shows the accuracy
of each method, given that the accuracy is the ra-
tio of the number of correct interpretations, to the
number of outputs. It should be noted that accord-
ing to our preliminary observation, the EDR corpus
contains a number of sense tagging errors, and we
assume this is why the accuracy of each approach
was generally not acceptable. However, all meth-
ods except (6) outperformed the lower bound re-
sults produced by method (7). We can derive from
the overall results that (a) the use of syntactic rela-
tions outperforms the use of collocation, (b) in both
the rigid and integrated example-based approaches,
the use of BGH outperforms other similarity com-
putation methods, and (c) rigidity and integration
in the example-based approach are quite competi-
tive when BGH is used. In the following, we mainly
focus on the rigid example-based approach (meth-
ods (1) and (2)).

Table 4 shows the accuracy on different methods
of category assignment, in which the nearest neigh-
bor method is superior to k-NN, and a greater value
of k led to diminished accuracy in general.

Table 5 shows the accuracy using the different
parsing methods of full parsing and partial parsing.
The two parsing techniques did not yield a signifi-
cant difference in terms of the accuracy. Therefore,
we can improve on the performance of verb sense
disambiguation without the considerable overhead
for syntactic analysis.

Finally, let us evaluate the effectivity of the cer-
tainty computation methods, by the trade-off be-



Table 3: The accuracy of each method

OREORNOREONRORNECENG)
62.6 | 59.1 | 61.5 | 54.9 | 50.1 | 29.2 | 44.9

Table 4: The accuracy of NN and k-NN with differ-
ent values of k

NN | k=5|k=10 | k=20
BGH | 62.6 | 55.0 54.5 53.5
VSM || 59.1 | 50.0 48.5 49.1

Table 5: The accuracy with full parsing and partial
parsing

[ i BGH | VSM |
full parsing’ 62.6 | 59.1
partial parsing {| 62.0 | 59.0

tween the accuracy and the applicability, given that
the applicability is the ratio between the number of
cases where the interpretation certainty of the out-
puts is above a certain threshold, and the number
of inputs®. To estimate this trade-off, for the single
model method, we progressively increased the value
of the threshold on the interpretation certainty, and
investigated the relation between the applicability
and the accuracy. In this case, we used BGH for the
similarity computation. On the other hand, in the
multiple model method, we used BGH and VSM as
the two different models, and calculate the applica-
bility as the ratio of the number of outputs labeled
with “certain”, to the total number of outputs. Fig-
ure 5 shows the results, in which the x-axis denotes
the ‘applicability, and the y-axis denotes the accu-
racy. From this figure, we can conclude that (a)
we obtained higher accuracy than that without the
degree of certainty, for example, the accuracy be-
comes over 80% when the applicability is 50%, and
(b) the multiple models did not further improved
on this trade-off. ' :

4 Discussion

As far as our experiments in section 3 go to show,
the rigid example-based approach did not greatly
improve on the accuracy of the integrated approach.
However, in the EDR corpus, a lot of complements
are missing because of ellipsis or zero anaphora.
Assuming successful ellipsis/anaphora, analysis pro-
viding the complete complement pattern, the rigid
approach is expected to further outperform other
approaches.

From the relative inferiority of mutual informa-
tion in table 3, we assume that this factor gives
lower values for frequently appearing verb senses,

4Note that this figure differs from the recall, which is
commonly used in NLP research.
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Figure 5: The trade-off between the applicability
and accuracy ‘

and therefore those verb senses are rarely selected
as the interpretation.

One may argue that given sufficient statistics, the
vector space model should outperform hand-crafted
thesauri. We investigate this prediction in table 6,
which shows the the relation between the frequency
of nouns appearing in the co-occurrence data and
the accuracy of verb sense disambiguation, in which
the “frequency” entry denotes the threshold of the
frequency of nouns. The “coverage” entry denotes
the ratio between the number of inputs including at
least one noun with frequency over a given thresh-
old, and the total number of inputs. The last two
entries show the accuracy with different similar-
ity measures, for each coverage. Surprisingly, not
only the accuracy of VSM but also the accuracy of
BGH increased as the threshold of the frequency
increased, and VSM did not outperform BGH for
any of the thresholds. We could assume that (a)
nouns which frequently appear in the co-occurrence
data also appear in the database, and therefore they
provide the maximum similarity (that is, “exact
matching”) independent of which similarity mea-
sure is used, and (b) frequently appearing nouns
are used so commonly that even human lexicogra-
phers can reasonably define the similarity between
them in a thesaurus. Putting this result aside, we
do not believe our co-occurrence data was insuffi-
cient because it was taken from four years worth of
newspaper articles. )

5 Conclusion

In this paper, we reviewed recent approaches for
verb sense disambiguation and compared them by
way of experiments, to an extent previously unat-

__51._.



Table 6: The frequency of nouns and resultant ac-
curacy of verb sense disambiguation

Trequency ]| >100 | 1000 | >10000

coverage (%) || 73.9 | 58.2 16.8
BGH 68.7 72.3 74.7
VSM 65.0 69.9 73.4

tempted, as far as we know. Through evaluation,
we concluded that the following three features are
useful: (a) syntactic relations between a target verb
and its complements, (b) the rigidity of maintain-
ing complement patterns rather than decomposing
them into individual complements, and (c) hand-
crafted thesauri for the similarity computation. Fu-
ture work will include the evaluation of the effectiv-
ity of other information, including discourse analy-
sis [15, 24], which the EDR corpus does not provide.
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