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1 はじめに

本研究では、「N1のA N2」（N1は名詞、Aは形容動詞）という名詞句における形容動詞の修飾先を決定する手法を提案する。

1. 日本の豊かな自然
2. 緑の豊かな自然

例1では「豊かな」は「自然」であるので、豊かな名詞Aを修飾するのに対し、例2では「豊かな」は「自然」ではなく、「緑」なので、豊かな名詞Aを緑を修飾する。こうに、「N1のA N2」という名詞句において、形容動詞の修飾先が名詞Aであることか名詞Bであるか曖昧である。このような曖昧性を解決するには、構文的制約よりも意味的制約を重視する必要がある。

田中と荻野は、「N1のa/A N2」（aは形容詞）という構文の形容詞/A形容動詞の修飾先は、名詞Aと名詞Bの意味的依存関係に関連があると述べており、形容詞/A形容動詞の修飾先を決定する「名詞間関係依存の原則」を提案した[7]。「名詞関係依存の原則」は以下のとおりである。

1. 「N1のN2」が成立すれば、形容詞/A形容動詞は
   後ろの名詞Bを修飾する
2. 「N2のN1」が成立すれば、形容詞/A形容動詞は
   前の名詞Bを修飾する
3. 原則1,2が共に成立するならば、形容詞/A形容動詞
   は名詞B、名詞Aとの間の結合可能性をさらに
   調べる

この原則は、形容詞/A形容動詞の修飾先を決定するために、形容詞/A形容動詞間の関係に着目するのではなく、前後の名詞間の関係のみに着目している点が興味深い。

橋本らは、名詞関係依存の原則に基づき、コーパスから得られる統計情報を用いて形容詞の修飾先を決定する手法を提案している[5]。「N1のN2」と「N2のN1」の共起事例のコーパスにおける出現頻度を利用し、共起頻度が大きい方を成立するとみなし、名詞間係依存の法則にしたがって形容詞の修飾先を決定している。この手法の正解率は約90%であった。橋本らの手法では、名詞間関係依存の原則1,2のみを適用しており、原則3については考慮していない。

菊池と伊藤は、約4400例文を入手で分析し、「N1のa/A N2」という名詞句の形容詞/A形容動詞の意味的依存関係を決定する7つの規則を提案している[4]。菊池と伊藤が作成した規則は、前後名詞の特性で修飾先を決定する規則、形容詞/A形容動詞と名詞間の関係で修飾先を決定する規則、形容詞/A形容動詞の特性で修飾先を決定する規則の3つのカテゴリーに分類されており、この規則によって、約96%の正解率で形容詞/A形容動詞の修飾先を決定することができたと報告している。しかし、人手で作成した規則では、多くの形容詞/A形容動詞に対することが困難となる。

白井らは、「N1のa/N2」という名詞句の形容詞の修飾先を決定するモデルを決定リスト[2]を用いてコーパスから自動的学習する手法を提案している[6]。白井らは単語間の意味的な制約を反映した決定リストを使用して、形容詞の修飾先を決定している。決定リストを用いることで、約94%の正解率で「N1のa/N2」という形容詞の修飾先を決定することができたと報告している。

本研究では、「N1のA N2」という名詞句において、白井らと同様に決定リストを用いて規則を学習し、データの過疎化に対応するために規則を抽象化する手法を提案する。また、形容動詞の修飾先と形容動詞がどうかの関係について考察する。形容動詞と修飾先の名詞句との結びつきと格付けの間には密接な関係があると考えられる。

2 決定リストの学習

本節では、形容動詞の修飾先を決定する決定リストの学習アルゴリズムの詳細について述べる。用いるアルゴリズムは白井らが採用している手法とほぼ同じである[6]。しかし、白井らが考慮していない規則の抽象化の手法を提案する。
### 表1 「社会経済情勢の急激な変化」から抽出できる規則

<table>
<thead>
<tr>
<th>抽出する規則</th>
<th>修飾先</th>
<th>タイプ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A=急激 N₁=経済 N₂=変化</td>
<td>N₂</td>
<td>an₂</td>
</tr>
<tr>
<td>A=急激 N₁=経済</td>
<td>N₂</td>
<td>an₁</td>
</tr>
<tr>
<td>A=急激 N₂=変化</td>
<td>N₂</td>
<td>n₁</td>
</tr>
<tr>
<td>N₁=経済 N₂=変化</td>
<td>N₂</td>
<td>n₁</td>
</tr>
<tr>
<td>N₁=経済</td>
<td>N₂</td>
<td>n₁</td>
</tr>
<tr>
<td>N₂=関係</td>
<td>N₂</td>
<td>n₂</td>
</tr>
<tr>
<td>A=急激</td>
<td>N₂</td>
<td>a</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>抽象化した規則</th>
<th>修飾先</th>
<th>タイプ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A=急激 N₁=113012 N₂=変化</td>
<td>N₂</td>
<td>aN₁n₂</td>
</tr>
<tr>
<td>A=急激 N₁=113012</td>
<td>N₂</td>
<td>aN₁</td>
</tr>
<tr>
<td>N₁=113012 N₂=変化</td>
<td>N₂</td>
<td>N₁n₂</td>
</tr>
<tr>
<td>N₂=113012</td>
<td>N₂</td>
<td>N₁</td>
</tr>
<tr>
<td>A=急激 N₁=経済 N₂=（変名詞）</td>
<td>N₂</td>
<td>an₁N₂</td>
</tr>
<tr>
<td>A=急激 N₂=（変名詞）</td>
<td>N₂</td>
<td>aN₂</td>
</tr>
<tr>
<td>N₁=経済 N₂=（変名詞）</td>
<td>N₂</td>
<td>n₁N₂</td>
</tr>
<tr>
<td>N₂=（変名詞）</td>
<td>N₂</td>
<td>N₂</td>
</tr>
<tr>
<td>A=急激 N₁=113012 N₂=（変名詞）</td>
<td>N₂</td>
<td>aN₁N₂</td>
</tr>
<tr>
<td>N₁=113012 N₂=（変名詞）</td>
<td>N₂</td>
<td>N₁N₂</td>
</tr>
</tbody>
</table>

### 2.1 規則の候補の抽出

品詞タグが付与されたコーパスから「N₁ の A N₂」というパターンを抽出し、それに正解を付与することで訓練データを作成する。但し、名詞句が複合名詞であった場合には、それらを1つとみなす。白井らの手法と同様に、名詞1、形容動詞、名詞2、その組合せによる規則を抽出する。

### 2.2 規則の抽象化

全ての単語を織り込む規則を抽出するためには、非常に多くのデータが必要となる。しかし、入手し正解を付与しているため、正解付与訓練データを効的に増加させることは難しい。本研究では、この問題に対処するため、分類語彙表3の意味クラスを利用し、単語を抽象化する。

また、菊池と伊藤は、特定の名詞が句に出現した場合、形容詞/形容動詞の修飾先が決定できると述べている。この分析をもとに決定リストの規則を抽象化する。抽象化する規則は以下のとおりである。

1. 人の属性を持つ名詞
2. 変名詞
3. 数词、単位などの属性を持つ名詞

単語の抽象化に関しては、分類語彙表の上位6桁の意味クラスを使用した。特殊名詞の抽象化に関しては、1に関しては人であると思われるものを分類語彙表の上位3桁を基本にして人手により抽出し、2、3に関してはRWCCOの品詞タグを用いた。デフォルト規則に関しては、形容動詞は名詞2に修飾することとするという規則を適用した。

「社会経済情勢の急激な変化」という文節から抽出できる規則は以下のようになる。

### 2.3 決定リスト作成

#### 2.3.1 尤度による順位付け

抽出した全ての規則に対して、それぞれ尤度を計算し、尤度の大きい規則を優先して順位付けを行う。以下のように、規則 \( r_i \) の尤度 \( L(r_i) \) を算出する。

\[
L(r_i) = \log \left( \frac{P(a|C_i)}{P(a)} \right)
\]

\( P(a|C_i) \) は、条件 \( C_i \) が満たすときに形容動詞の修飾先が \( a \) になる確率を表している。その確率は以下のよう定義される。

\[
P(a|C_i) = \frac{O(a,C_i) \cdot \alpha}{O(C_i) + \alpha}
\]

\( O(C_i) \) は、条件 \( C_i \) が満たす事例の総数であり、\( O(a,C_i) \) は、条件 \( C_i \) が満たし、形容動詞の修飾先が \( a \) である事例の数を表している。\( \alpha \) はスムージングのための値であり、本研究では0.5とした。

以下、尤度による順位付けを行い、\( DL_{\log} \) と略記する。

#### 2.3.2 規則のタイプによる順位付け

尤度による順位付けの場合、確かに規則であるのに関わらず、データの頻度が少ないために適用されないことがある。一般性が高い規則（タイプaなど）より特殊な規則（タイプan1n2など）を先に適用する方が好ましいと考えられる。

そこで、人間が判断して規則の優先度を決定する。しかし、判断しがたい規則同士は、訓練データに適用したときの正解率を利用し規則の優先度を決定した。

以下、規則のタイプによる順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行う。以下の順位付けを行
表2 実験結果

<table>
<thead>
<tr>
<th></th>
<th>BaseLine</th>
<th>DLlog</th>
<th>DLtype</th>
<th>DLlog</th>
<th>DLtype</th>
</tr>
</thead>
<tbody>
<tr>
<td>正解率</td>
<td>92.69%</td>
<td>96.15%</td>
<td>98.46%</td>
<td>96.53%</td>
<td>97.69%</td>
</tr>
<tr>
<td>覆答率</td>
<td>100%</td>
<td>63.46%</td>
<td>96.54%</td>
<td>80.77%</td>
<td>96.54%</td>
</tr>
</tbody>
</table>

3 評価実験

3.1 学習

毎日新聞の1991年から1995年までの新聞記事に対して、品詞タグを自動的に付与したRWCコーパス [1]を使用して本手法の評価実験を行なった。「N1のA N2」のパターンにマッチする句を自動的に抽出し、1995年1月から5月までデータに関して、人手により形容動詞の修飾先を決定した。句として成立しないものや形容動詞の修飾先が一意に決まらないものに関しては除外した。形容動詞の修飾先が決定できた句の数は2,075である。この内、1,815を訓練データとして、残りの260をテストデータとして使用した。

BaseLineはデフォルト規則のみを適用したものとする。そして、抽象化なしの場合とありの場合それぞれに対してDLlog、DLtypeの手法で計4種類の実験を行なった。

3.2 実験結果と考察

実験結果を表2に示す。正解率はどの手法もBaseLineよりも大幅に正解率が向上している。したがって、本手法が有効であると考えられる。

データの過疎化の問題に対処する方法として分類語義集を使用して名詞の抽象化を行ない、規則を加えた。正解率は、専用による順位付けの場合は抽象化することで増加し、規則のタイプによる順位付けの場合は抽象化することで減少した。これは、専用による順位付けの場合はデフォルト規則の専用以下の規則を使用なかったのに対し、規則のタイプによる順位付けの場合は非常に専用の低い規則が適用されることがあることが原因であった。規則の専用とタイプの信頼度の両方を考慮する決定リストの適用順位の決定手法を考える必要がある。

また、専用による順位付けの正解率が約96%だったのに対し、規則のタイプによる順位付けの正解率は、約98%と規則のタイプによる順位付けの方が有効であった。本研究では、人間が判断して、規則のタイプの適用順位を決定したが、さらに規則のタイプが増えた場合、人手により判断するのは困難である。自動的にタイプの適用順位を決定する手法を検討する必要がある。

3.3 格に関する考察

「N1のA N2」という名詞句においてN1とN2がどのような格をとりうるのか、そして、形容動詞の修飾先と格の関係について考察する。

「N1のA N2」は主に以下の7つに分類できる。

1. 「名詞は名詞が形容動詞」に置き換える場合

   (a) プリの名詞が主格の役割の場合

   (b) プリの名詞が目的格の役割の場合

2. 「名詞は名詞が形容動詞」に置き換えない場合

   (a) 「A N2」に着目できる場合

   i. 形容動詞の意味が名詞と一部類似している場合

   ii. 形容動詞が名詞の表す対象自体ではなく対象の特徴的要素に係る場合

   iii. 形容動詞が名詞の対象のあり方と関係する場合

   (b) 「N1」に着目できる場合

   (c) 「N2」に着目できる場合

1-(a) → が格を持つ名詞句を修飾

例） 日米の親密な関係 → 日米は関係が親密だ

「日米は関係が親密である」と解釈でき、が格を持つ名詞句は主格の役割を持っている。このとき、「親密な」は、主格とする「関係」を修飾する。

1-(b) → が格を持つ名詞句を修飾

例） 外国語の苦手な私 → 私は外国語が苦手だ
「私は外国語を苦手としている」と解釈でき、ガ格を持つ名詞句は目的格の役割を持っている。このとき、「苦手な」は、目的格となる「外国語」を修飾する。

2-(a) → N₂を修飾

神崎は「形容詞類 名詞類」の結びつき方にいくつかのタイプが見られると述べている [8]。以下にそれらのタイプを示す。

2-(a-i)

例) 彼の圧倒的な迫力
「迫力」の表す対象と「圧倒的な」の表す程度が一部重複しているので、語と語の結び付きが強く、「圧倒的な」は「迫力」を修飾すると解釈できる。しかし、重複していないために「迫力が圧倒的だ」と格を挿入すると、表現が不適切になる。

2-(a-ii)

例) 占星術の異常な愛好者
「異常な」は「愛好者」ではなく、愛好性の度合を修飾すると考えられる。そのため、「愛好者が異常だ」と格を挿入すると解釈にわずかが生じる。

2-(a-iii)

例) 幹部間のひそかな会合
「ひそかな」は「会合」の様態、つまり裏をされている状況という外的な要因によって関係を結んでいるため、「ひそかな」は「会合」を修飾すると考えられる。しかし、「会合がひそかだ」と格を挿入すると表現が不適切になる。

2-(b) → N₃を修飾

例) 千五百本の真っ赤なカーネーション
「千五百本」は「真っ赤だ」とは直接関わりを持たず、「カーネーション」を限定することしかできないために格を挿入することができないと考える。

菊池と伊藤は、N₁が数詞、単位、まとめる語、時詞、位置の場合に着目しているが、これらの場合がこのパターンであると考えられる。

2-(c) → N₁を修飾

例) 本の好きな理由

この句は、名詞「理由」が修飾節の内容に対して概念的に相対している。つまり、「本が好きだ」という出来事が生じた後、その結果として名詞２が生じていることを表している。このような名詞２は他には、「原因」、「結果」などがある。阿辺川は、このような連体修飾節を「相対概念型」と呼んでいる [9]。

4 おわりに

本研究では、N₁の A N₂」という文脈でのAの修飾先を決定する決定リストを学習する手法提案した。人手により形容動詞の修飾先を付与した名詞句より、規則の候補を抽出した。そして、規則の信頼度を表す尤度により順位付けされた決定リストと正解率の高い規則のタイプによって順位付けされた決定リストを作成し、成績した決定リストを用いて形容動詞の修飾先を決定した。また、少ないデータで有効な規則を抽出するために、意味クラスや品詞による名詞の表現形式を用いた決定リストをも作成手法を示した。そして、評価実験において約98%の正解率で正しい形容動詞の修飾先を決定することができ、本手法が有効であることを確認した。
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