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Abstract

This paper describes a comparative
evaluation of recent corpus-based word
sense disambiguation techniques, focus-
ing around ten Japanese verbs. To
be able to generalize the results of
our experiments, we used both a cor-
rectfincorrect binary judgement and a
scaled acceptability factor as evaluation
criteria. Through our evaluation, we
found that the similarity-based method
relying on a hand-crafted thesauri gener-
ally outperformed other methods.

1 Introduction

This paper describes an extensive comparative
evaluation of recent word sense disambiguation
(WSD) techniques, which represent a potentially
crucial component of numerous NLP applications.
We currently focus on the sense disambiguation of
Japanese verbs, for example, the following input
sentence containing the polysemous verb tsukau:

kodomo ga kozukai wo tsukau.
(children-NOM) (allowance-ACC) (?)
In Japanese, each verb complement consists of a
noun phrase (case filler) and a case-marking suf-
fix (case marker), for example ga (nominative), ni
(dative) or wo (accusative). The “EDR” Japanese
machine readable dictionary (Japan Electronic
Dictionary Research Institute, 1995) defines mul-
tiple senses for the verb tsukau, a sample of which
are “to employ”, “to operate” and “to spend”.
From among these candidates, one may notice
that the correct interpretation of tsukeu in the
above input is “to spend”.

Reflecting the growing utilization of machine
readable texts, a number of corpus-based WSD
techniques have recently been proposed. These
techniques use a training example set, in which
polysemous words are annotated with their cor-
rect senses (correct word senses are usually de-
termined under supervision by human experts).

Figure 1 classifies the different WSD approuclies
focused on in this paper. The first approacl. in
what we shall call the word-based method. simply
relies on collocational statistics, disregarding syvn-
tactic relations. This approach is used in wmanv
WSD techniques for noun sense disambiguation
(some of which are reviewed, for example. by
Charniak (1993)). The second approach is sen-
sitive to the syntactic and semantic content of
complements of a polysemous verh, based on the
intuitively feasible assumption that the sense of
a verb is likely to be dependent on its svntac-
tically governing complements. We can further
subdivide the syntactic approach into three dif-
ferent subapproaches. The first approach is the
rule-based method, which uses a thesaurus to (au-
tomatically) identify appropriate semantic classes
as selectional restrictions for each verb comple-
ment (Resnik, 1993; Ribas, 1995). The second a)-
proach can be called the Naive-Bayes method (Ng.
1997, Pedersen et al., 1997), which estimates tle
probability that a polysemous verb input takes
each sense, and selects the verb sense with the
highest probability. The third approach. in whar
we shall call the similarity-based method. relies
on the similarity between an input and supervised
examples. This approach is found in a number of
verb sense disambiguation techniques (Fujii et al..
1996a; Kurohashi and Nagao, 1994: Li et al.. 1993:
Uramoto, 1994).

Section 2 elaborates on the candidate methods
given in figure 1, and section 3 compares them
by way of experiments. Discussion is added in
section 4, followed by the conclusion.
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Figure 1: The different corpus-based word sense
disambiguation methods




2 The different methodologies
2.1 Word-based method

The word-based method selects the verb sense
based on the association degree between collocat-
ing words contained in the input, and each verb
sense. In this method, the input is morpholog-
ically analyzed (lexically segmented and tagged
with parts-of-speech), and collocational data de-
termined only for nouns, because functional words
such as case markers are generally more noisy
than informative. Thereafter, the verb sense with
the maximal association degree is selected (equa-
tion (1)).

arg max Z P(s|w) (1)

we€input

Here, P(sjw) denotes the conditional probability
that verb sense s occurs, given word w!. This
factor is calculated based on training data, prior
to the disambiguation process.

2.2 Syntaz-based method

In the syntax-based method, syntactic analysis
is performed subsequent to morphological analysis
to extract the verb-complement structure from the
input. This analysis is especially poignant when
the input comprises a complex sentence. Based
on the extracted syntactic structure, we first dis-
card verb sense candidates with case frames not
corresponding to the obligatory case content of
the input. The case frame of each verb sense is
given as the case pattern of supervised examples
associated with that verb sense. Those discarded
candidates are not considered in the ensuing dis-
ambiguation process. In the following sections, we
explain three submethods.

92.2.1 Rule-based method

In the rule-based method, the selectional re-
strictions are represented by thesaurus classes,
and allow only those nouns dominated by the
given class in the thesaurus structure as verb com-
plements. In order to identify appropriate the-
saurus classes, we used the association measure
proposed by Resnik (1993), which computes the
information-theoretic association degree between
case fillers and thesaurus classes, for each verb
sense (equation (2)).

P(r|s,c)

A(s,e.r) = P(r]s,c) - lOg—I—’—(W (2)

INote that other factors can also be used for this com-
putation, such as mutual information between each col-
locating word and verb sense. However, our preliminary
experiment showed that this factor did not improve on the
system performance.

Here, A(s,c,7) is the association degree herween
verb sense s and class r (selectional restriction can-
didate) with respect to case ¢. P(r|s.c) is the
conditional probability that a case filler example
associated with case ¢ of sense s is dominated hy
class 7 in the thesaurus. P(r|c) is the conditional
probability that a case filler example for case «
(disregarding verb sense) is dominated by class r.
Each probability is estimated based on training
data. We used the semantic classes defined in the
Bunruigosthyo thesaurus (National Langnage Re-
search Institute, 1996). In practice, every r whose
association degree is above a certain threshold is
chosen as a selectional restriction (Ribas. 1993)-.

2.2.2 Naive-Bayes method

The Naive-Bayes method (Ng, 1997: Pedersen
et al., 1997) assumes that each case filler inchuded
in the input is conditionally independent of other
case fillers: the system approximates the probabil-
ity that an input z takes a verb sense » (P(s|r)).
simply by computing the product of the proba-
bility that each verb sense s takes x¢ as a case
filler for case ¢. The verb sense with maximal
probability is then selected as the interpretation
(equation (3)).
P(s) - P(x]s)

P(r)

= argmax P(s) - P(x]s)
arg max P(s) H Plrels)
C

(3)
Here, P(zc|s) is the probability that a case filler
associated with sense s for case ¢ in the training
data is zc. We estimated P(s) based on the dis-
tribution of the verb senses in the training data.
In practice, data sparseness leads to not all case
fillers ¢ appearing in the database, and as such.
we generalize each z¢ into a 5 digit semantic class
defined based on the Bunruigothyo thesaurus (Na-
tional Language Research Institute. 1996).

2.2.3 Similarity-based method

The similarity-based method, which takes after
the nearest neighbor method, searches the train-
ing example set for the most semantically similar
example to the input. Thereafter, the polvscimons
verb included in the input is disambiguated by su-
perimposing the sense of the verb appearing iu the
example. Figure 2 depicts a general schema for
computation of the similarity between the input
and each example. In this figure, x denotes the
input, and e denotes an example associated with

arg max P(s|lz) = arg max

1R

2We conducted several trials prior to the actnal exper-
iment, to determine the optimal threshold value.




verb sense s. z¢ and ec denote the case fillers
marked with case ¢, in z and e, respectively. The
similarity between z and e (sim(z, ¢)) is computed
by summing the similarity between the input case
filler and the example case filler for each case, as
given in equation (4).

sim{z,e) = Z stm(zc, ec) (4)
cEz
One may notice that the critical content of this
method is the method of computing sim(z¢, e¢),
that is, the similarity between the case fillers z¢
and ec. We explain two methods for this compu-
tation below.

Vector space model The first approach is
based on statistical modeling. We adopted one
typical implementation called the “vector space
model” (VSM), which has a long history of appli-
cation in information retrieval (IR) and text cat-
egorization (TC) tasks (Frakes and Baeza-Yates,
1992). In the case of IR/TC, VSM is used to com-
pute the similarity between documents, which is
represented by a vector comprising statistical term
weights of content words in a document. Sim-
ilarly, in our case, each noun is represented by
a vector comprising term weights, although term
weights are calculated for verbs co-occurring with
the noun. We used TF-IDF for term weighting,
and the similarity between two nouns is computed
as the cosine of the angle between their associated
vectors.

Co-occurrence data was extracted from the
RWC text base RWC-DB-TEXT-95-1 (Real
World Computing Partnership, 1995). The RWC
text base consists of 4 years worth of Mainichi
Shimbun newspaper articles (Mainichi Shimbun,
1991-1994), which have been automatically anno-
tated with morphological tags. The total number
of co-occurrences was 419,132.

input ey Teg ... Zep, v ()
I 1
example e: e, e, ... e, v(s)

Figure 2: Similarity computation between the
input and examples, under the similarity-based
method

Hand-crafted thesaurus A number of WSD
techniques (Fujii et al., 1996a; Kurohashi and Na-
gao, 1994; Li et al., 1995; Uramoto, 1994) use ex-
isting hand-crafted thesauri (for example, Roget's
thesaurus (Chapman, 1984), WordNet (Miller et
al., 1993) or Bunruigoihyo (National Language
Research Institute, 1996)) for the similarity com-
putation, based on the intuitively feasible assump-
tion that words located near each other within

the structure of a thesaurus have similar mean-
ing. Therefore, the similarity between two given
words is represented by the length of the path be-
tween them in the thesaurus structure. We exper-
imentally used two different thesauri. One ts the
Bunruigoihyo thesaurus (National Language Re-
search Institute, 1996), which has been commonly
used for much Japanese NLP research. The other
is the NTT thesaurus (Ikehara et al.. 1997). which
associates each entry word with multiple concepts
while the Bunruigothyo thesaurus fundamenrally
associates each word with a single concept. When
nouns are associated with multiple conceprs. we
determine the similarity between each combina-
tion of senses associated with the given nouns. nul
take the maximal similarity (equation (5)).

sim(ny1,ne) = max sim(cy, ¢a) (3)
cy1.C>

Here, ¢ and ¢» denote senses associated with
nouns n; and ns, respectively.

3 Comparative experiments
3.1 Methodology

We collected sentences (as test/training data)
from the EDR Japanese corpus (Japan Electronic
Dictionary Research Institute, 1995). originally
produced from news articles. The EDR corpus
provides sense information for each word. hased oy
the EDR dictionary, and we used this as a means
of checking the interpretation. Qur derived con-
pus contains ten verbs frequently appearing in the
EDR corpus, with the total number of sentences
being 10,880. For each of the ten verbs. we con-
ducted 4-fold cross validation: that is. we divided
the corpus into four equal parts. and conducted
four trials, in each of which a different one of rhe
four parts was used as test data and the remaining
parts were used as training data. We comparail
the following six methods (hereafter. we shall use
the notation “VSM”, “NTT” and “BGH". for the
vector space model, the use of the NTT thesanrus
and the use of the Bunruigothyo thesaurus. re-
spectively):

(1) lower bound method, in which the svstem svs-
tematically chooses the verb sense appearing,
most frequently in the database (Gale et al..
1992),

(2) word-based method.

(3) rule-based method,

(4) Naive-Bayes method,

(5) similarity-based method (VSM),

(6) similarity-based method (NTT),

(7) similarity-based method (BGH).

For morph/syntax analysis, we used the Japancse

“QJP” parser (Kameda, 1996). which was nsel




to conduct syntactic analysis for methods (3) to
(7). and morphological analysis for methods (2) to
(7). In Japanese, complements of a verb are not
always provided, and often omitted if they are eas-
ily predictable (based on human judgment) from
the context. In such a situation, methods (3) to
(7) simply use method (1). In method (3), when
all verb senses are rejected by selectional restric-
tions, method (1) is used additionally.

3.2 FEwvaluation criterion

Instead of the conventional binary (cor-
rect /incorrect) judgment, a number of researchers
have advocated an evaluation criterion which is
based on the semantic similarity between word
sense candidates (Fujii et al., 1997; Lin, 1997;
Resnik and Yarowsky, 1997). To exemplify this
notion, let us take the Japanese polysemous verb
tsukau again, which has multiple senses in EDR,
such as “to employ”, “to operate”, “to spend” and
“to use MATERIAL”. These senses are associated
with the EDR thesaurus (Japan Electronic Dictio-
nary Research Institute, 1995). Figure 3 shows a
fragment of the thesaurus, in which an oval de-
notes a word sense. As with most thesauri, the
length of the path between two word senses can
be seen as the relative semantic distance between
them. As one can see, the verb sense “to spend”
is physically closer to “to use MATERIAL” than
to “to employ” or “to operate”, in structure. In
fact, these two proximal verb senses can be merged
into one common category, that is, “to use up”.
Furthermore, they can be merged with “to oper-
ate” to form “to use PHYSICAL OBJECT”, as
distinct from the remaining sense of “to employ
(HUMAN/CONCEPT)”. Let the correct sense of
an input tsukau be “to use MATERIAL”, and as-
sume the system incorrectly outputs “to spend”.
In this case, the error would be more acceptable
than outputing “to employ”, which is totally dif-
ferent to the correct interpretation of “to use MA-
TERIAL”. Therefore, we should allot the system
a scaled acceptability factor instead of a score of
zero. Note that the binary judgment simply scores
the system zero, irrespective of the extent to which
the error is acceptable given a particular practical
application.

We formalized the scaled acceptability factor
(*“acceptability”, hereafter) as in equation (6).

MAXLEN — EDR(z,s)\“
Az, 9) = ( MAXLEN ) ©)
Here, z and s are the system’s interpretation and
the correct answer, respectively, and A(z, s) is the

acceptability of the given z and s. EDR(z, s) rep-
resents the length of the path between z and s in

the EDR thesaurus. A/ AXLEN is the maximinn
length of the path between senses associated wifls
an input verb. For example, MAXLEN = 7 in
figure 3 (the length of the path between “to op-
erate” and “to employ”). « is a parametric con-
stant, which acts to control the reduction factor
of A(z,s) for incorrect interpretations. With a
larger a, A(z, s) becomes smaller for incorrect in-
terpretations, and becomes closer to the hinarv
judgment. One can notice that the acceptability
ranges from 0 (where x and s are the most dissi-
ilar verb senses) to 1 (z and s are identical).

Figure 3: A fragment of the EDR thesaurns in-
cluding senses related to the Japanese verh tsukon

Table 1 shows the acceptability of each method
for three different ¢ values and the accuracy based
on the binary judgement (the “binary” colnmn).
In this case, the accuracy is the ratio of the numn-
ber of correct interpretations, to the ummber of
outputs. One can see that method (7) generally
outperformed the other methods, although mecth-
ods (6) and (7) are comparable in performance.
Note that given smaller values for a (that is.
by relaxing the evaluation criterion), method (3)
outperformed the lower bound (method (1)). It
should also be noted that since the similarity-
based method dynamically searches the example
data set, the execution time can be prohibitive
when compared with the word-based and Naive-
Bayes methods. However, an existing sampling
method (Fujii et al., 1996b), which selects an in-
formative smaller-sized example set, is expected
to overcome this problem.

Table 1: The acceptability of each methord. with
varying values for o

l ” binary | a=1 | a=2 [ n = 0.5 ]
m 449 540 634 T3R8
2) 501 671 772 R01
(3) .409 .601 723 N3
(4) .569 711 .798 877
(5) .591 .740 .822 8O3
(6) 615 754 .832 898
(7) .626 761 837 L4901




4 Discussion

Is full parsing needed? As shown in table 1,
syntax-based methods (both the Naive-Bayes and
similarity-based methods) improved on the per-
formance for the word-based methods. However,
given the fact that automatic grammar acquisition
does not seem to be advanced enough to be prac-
tical, syntax-based methods require the manual
construction of a grammar for syntactic analysis.
In other words, we should investigate the trade-
off between the improvement of verb sense disam-
biguation and the overhead required for syntactic
analysis.

One may notice that partial parsing with sim-
ple heuristics can be enough for verb sense disam-
biguation because we only need complements of
the target verb, rather than a full syntactic anal-
ysis. For partial parsing, we used the two simple
heuristics given below:

e each complement (noun + case marker) is as-

sociated to the predicate of highest proximity,

e complements containing the genitive case

marker no are not considered because they
can constitute either possessive or nominative
case markers, and are thus confusing.

We found that the accuracy of method (7) (the
use of the Bunruigoihyo thesaurus) combined with
partial parsing was 62.0%, which is almost equal
to the accuracy with full parsing in table 1 (ac-
ceptability showed the same tendency). There-
fore, we can reduce the overhead required for syn-
tactic analysis, without degrading the system per-
formance.

Is human knowledge needed? One may ar-
gue that given sufficient statistics, the vector
space model should outperform hand-crafted the-
sauri, in other words, human lexicographers’
knowledge is no longer needed. We investigate this
prediction in table 2, which shows the the relation
between the frequency of nouns appearing in the
co-occurrence data extracted from the RWC text
base (see section 2.2.3) and the accuracy of verb
sense disambiguation, in which the “frequency”
entry denotes the threshold of the frequency of
nouns. The “coverage” entry denotes the ratio be-
tween the number of inputs including at least one
noun with frequency over a given threshold, and
the total number of inputs. The last two entries
show the accuracy with different similarity mea-
sures, for each coverage. Surprisingly, not only the
accuracy of VSM but also the accuracy of NTT
and BGH increased as the threshold of the fre-
quency increased, and VSM did not outperform
BGH for any of the thresholds. The acceptabil-
ity (with a = 1) for each coverage is also shown

in parentheses, which shows the same tendency
as for the accuracy. We could assume frequently
appearing nouns are used so commonly that even
human lexicographers can reasonably define rhe
similarity between them in a thesaurus. In ad-
dition, nouns which frequently appear in the co-
occurrence data also appear in the training dara.
and therefore they provide the maximal similariry
(that is, “exact matching”) independent of whirh
similarity measure is used. We would like to nore
that human knowledge is useful in the task of
word sense disambiguation, as with other NLP re-
search (Klavans and Resnik, 1996).

Table 2: The frequency of nouns and resnltint
accuracy of verb sense disambiguation

frequency 2100 21000 > 10600

coverage 73.9% 58.2% 16.8'%
VSM .650 (.843) | .699 (.863) | 734 (.877)
NTT 674 (.853) | .707 (.867) | .136 (.877)
BGH .687 (.859) | .723 (.874) | .TIT (.382) |

Incorporation of contextual constraint A
number of researchers have pointed out that words
tend to maintain the same sense withiu a given
context (Nasukawa, 1993; Yarowsky. 1993). In
other words, when the same verb appears multiply
in the same context, we assume that it takes the
same sense. The crucial issue is then which verh
sense to take if each verb occurrence is interpreted
with different senses by a dedicated method (for
example, those reviewed in this paper). We newly
introduce a method to propagate contextual cou-
straint through the degree of interpretation cev-
tainty. Let us assume that a given input includes
two distinct verbs of common lexical content. and
that one of them is interpreted with greater cey-
tainty than the other. In such a case. we superim-
pose the interpretation with higher certainty ouro
the interpretation with lower certainty. Cowmpmn-
tation of the degree of certainty is performed us-
ing the method proposed by Fujii et al (199G
(see their paper for details). We collected sen-
tences in which a polysemous verb appears more
than once, from the corpus used in our experi-
ments above3. The number of derived scurences
was 462 (out of 10,880), which means the applica-
bility of this method is relatively small. However.
this method improved the accuracy from 60.4% 1o
64.1%, when used in conjunction with method (7).

5 Conclusion )
In this paper, we reviewed recent approaches

for verb sense disambiguation and compared them

3We limited the range of context to one sentence fu-
cause the EDR corpus does not provide wider contextnal
information. such as paragraph boundaries and sentenee
genres.



by way of experiments. To be able to generalize
the result of our experiments, we used both a cor-
rect/incorrect binary judgement and a scaled ac-
ceptability factor as evaluation criterion. Through
our evaluation, we verified that the following
items: (a) syntactic relations between a target
verb and its complements improved on the perfor-
mance for simple word-based method, without the
considerable overhead for syntactic analysis, (b)
the similarity-based method combined with hand-
crafted thesauri outperformed the lower bound
method to a larger degree than other methods and
(c¢) our prototype method to propagate contextual
constraints further improved on the performance
of the similarity-based method.
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