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Abstract
This pape desribesthe procesf datapreparatiorandreadinggeneationfor anongoingprojectaimedat improving the accessibility
of unknown wordsfor learnersof foreign languaes,focusinginitially on Japaese. Ratherthenrequiringabsdute knowledgeof the
readingsof wordsin theforeignlanguae, we allow look-upof dictionaryentriesby readingsvhich learnerscanpredictablybe expeded
to asso@te with them. We automaticallyextract an exhaugive setof phonemicreadingsfor ead graphemesggmentandlearnbasic
morpho-phontgical rulesgoverningcompouml word formation,as®ciatinga probalility with each. Thenwe apply the naive Bayes
modelto generate setof readingsandgive eachalikelinessscorebasel on previously extractedeviden@ andcorpusfrequencies

1. Intr oduction

Thedictionarylookupof unknovn wordspresentaima-
jor obstaclein learninga foreignlanguage.This is partic-
ularly true for non-alphabeti languagesuchasJapanese
wheredictionaryentriesareindexed on the phonemicreal-
ization of words, but the phonemicrealizationis not easily
recoverablefrom the graphemicpresentatiorof thatword.
We aimto createa robustandefficient dictionaryinterface
that reduceghe readingknowledgeexpectang placedon
learnersf the Japaneskanguage.

ModerndayJapanestexts consistof thethreeorthogra-
phiesof hiraganakatakanaandkanji (NLI, 1986). Hira-
ganaand katakana(collectively referedto as “kana”) are
isomorphicmoraic scripts, ead charater of which bears
a relatively straightfoward relationto a phonemicform.
They arerelatively smallcharactesets(46 charactergach)
and poseno major difficulty to the Japaneséearner The
majority of Japanesédictionariesareindexed by gojuu-on
or thealphabeticorderingof hiragana/katakana.

Kanji charactergideogramshumberupto 3,000,each
of which has several different (often unrelated) phone-
mic realizationsthataretriggeredby differentlexical con-
texts. In addition to the sheervolume of data associ-
atedwith kanji, the readingsof compounddrequenty un-
deigo morpho-fonologcal alternationor take on one-of
idiosyncratt readings.

Traditiorally, in orderto look up a kanji word whose
readingis unknown, one would first have to use a kanji
charater dictionary to look up componentharacterand
thenlook up thecontainingwordin theindex of wordscon-
tainingthatkaniji characterKanji lookup is generallybased
onthe“radicals” or maincharactesulunits makingup the
charater andthe total numberof strokesneededo write
it. Both of thesemethodsareoften confusingto thelearner
andrequireconsiderabl@racticeto master

1.1. Electronic Dictionaries

With the adwentof computersandelectronicdictionar
ies,dictionarylookuphasbecomesomeavhatmoreefficient.
ElectronicJapanesdictionarieshave becomeincreasingly
popularduring the lastdecadébothin portableandsener
basedform dueto their superiorusability over paperdic-
tionaries. Onereasonfor this is that several differentdic-
tionaries(e.g. kanji, monolingual Japanesand bilingual
Japanesé&nglish canbe acessedhrowh a singleinter-
face,andnavigatedbetweereasily

More significant, however, hasbeenthe introduction
of several new searchmethodsthat enablefasterlookups.
For example, it is possibé to copy/mstestrings and get
the translationdirectly when the sourcetext is available
in electronicform (Breen,2000) Also, mostdictionaries
supportregular expression-basedearchesllowing for the
lookupof words from partialinformation suchasonecom-
ponentkanji which the userknows the readingfor andcan
hencenput (usinga kana-kanjiconversionsystemjnto the
systeminterface. Furthermore several interactive reading
aideshave becomevailable.ReadingTutor (Kitamuraand
Kawamura,2000)performsthe text sgmentatiorandthen
providestranslaton and semantidnformation at the word
level. The Rikai' system,on the otherhand,displaysthe
readingandtranslationof wordspointed at with the mouse
directly in the browserwindow. In anotherdevelopment,
it hasbecomepossibleto look up kanji charatersvia the
readingsof meaningfulsub-unis (otherthanradicals)con-
tainedin the character(using, e.g., the SharpElectronic
Dictionary PW91000r CanonWord Tank IDF4000)

However, currentdictionarieswork bestwhenthe tar
get text is available in electronicform and needsnot be
re-enterednto theinterface,andoffer very little usersup-
port in the instancethat the text is available only in hard
copy. Here,currentsystemgequirethatthe userhasabso-
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lute knowledge of the full readingof the word in orderto

achieve directlookup. In somecase, regular expression-
basedsearchesllow the word to be looked up indirectly

via a portion of thereading,or by inputing andcorverting

ead characterf the word separatelyusing a kana—kaniji
corversionsystem. While this is acceptabldor proficient
Japanestanguageaiserswho possesignificantknowledge
of kanji charactersandcanreadthe word correctly it is a

major handicapfor learnerf thelanguage.

1.2. Purpose

Learnersoften posses®only limited knowledgeof the
readingsof charactersandthe phonobgical and conjuga-
tional processegoverningword formation. This makesit
difficult to identify the correctreadingfor a string,andthe
booleanmatchmechaismadoptedn corventionaldictio-
naryinterfacesliscouragetheuserfrom attemptingo look
up aword in the casethatthey are uncertainof the read-
ing. We believe thatif we canimitate the manneiin which
learneranternalizethe differentreadingsof characterand
the rules governing readingformation, we shouldbe able
to deciphemwhich dictionary entry the userwasaftereven
whenqueriedwith a (predictably)wrongreading.

In this paperwe will describehow we go aboutauto-
matically learningthe readingsa given kanji sgmentcan
take,andthe effectsof phonobgical andconjugatonal al-
ternationontheresultantreading.Oncewe have amodelof
the proces=f readingformationfrom the individual kaniji
charater readings,we areableto constructa setof plau-
siblereadingsfor ead dictionary entry andscorethemby
theirlikeliness.

The remainderof this paperis structuredas follows.
Section2. discussesommonmisreadingerrors.Section3.
andSectiord. describaheproces®f extractingandcanon-
izing thereadingsf eachkanji characterrespectiely, and
Section5. describeghe procesf generatingandscoring
readings.

2. CommonProblems

Thereis a long histay of reseach documentingthe
problemslapaneskearnerdavein readingtexts containng
kanji (NLI, 1986; MEIJI, 1997). Commonly-Istedprob-
lemsare:

¢ Multiple readingsfor a givenkaniji. In somecaseghe
learneris awareof the differentreadingsa kanji char
actercantake,but unableto decideontheproperread-
ing in the given context. For example, X canberead
astai, dai andoo(kii) dependingnthecontet, sothe
string K4 taikai “convention,congress’tould feasi-
bly bemisreadasookaior daikai.

¢ Insuficient knowledgeof readings. In somecases,
learnersareonly awvare of a propersubsebf theread-
ings a given kanji cantake, and are thusforcedinto
making wrong reading predictions when faced with
new wordsdrawving on a novel readingfor thatkanii.
In the previous example, a user aware only of the
oo(ki)readingfor X would almostcertainlytry to read
£ asookai Also commonis the superimpositin

of aknown readingontoaword occurringwith acom-
mon kanasufix, e.g. & ® % naguisameru‘comfort,
console”beingreadasosamerudueto knowledgeof
thestring{&&® % osameru‘study, cultivate”).

e Incorread application of phonolgical and conjuga-
tional rules governingreadingformaion. For exam-
ple, ¥ hatsuand Z hyou form the compound3¥&#
happyou‘announcement?, but readingssuchashat-
suhyouor hahhyoucould equallyarisefrom the com-
ponentcharactereadings.

e Confuson dueto graphicsimilarity of differentkanji.
Learnerswho have hadlimited contactwith kanji can
easily confusecharacters For example, % ki “foun-
dation” and£ bo “grave” arevisually similar, result-
ing in thetransferof thereadingof onekanji ontothe
other

e Confusondueto semanticsimilarity of differentkanji.
Characterdike # migi “right” and Z hidari “left”
have a similar meaning and as suchare often substi-
tutedfor ead other, resultingin anerroneouseading.

e Confuson asto lengthof vowelsor consonarg. For
example, £/# syusai‘organization sponsorshipcan
bemistakenlyreadassyuusajor i ® mottano“most,
extremely” asmotomo

e Randonerrors. Theseareerrorsthatdo notbelongto
ary of theabove groupsandarevery hardto classify
and/orpredict.As suchi,it is hardto imaginea system
beingableto handlethis typeof error.

3. Extraction of segmentreadings

To be able to generateplausiblereadingsfor a given
kanji string, we would like to know all thereadingsagiven
kanji cantake. While kaniji dictionarieslist the mostcom-
monreadingseachcharactecantake,they donotgive ary
information aboutthe phonobgical and conjugatonal ef-
fectsof compoundormation. In orderto getthis datawe
take a setof kanji—readingstring pairs and automatically
align atomicsegmentsof the kaniji string, with their corre-
spondingreadingsin thereadingstring. Note that“atomic
segments” cannotbe further sggmented up into smaller
parts which correspondmeaningfuly to partitions of the
readingstring, and can potentally extend over multiple
kanji (seebelow). The particulardictionary usedhereand
througlout thereseach is the pubically-available EDICT
dictionary(EDICT, 2000).

3.1. Grapheme—phonemealignment

Alignment is achieed by way of grapheme—phoneme
alignmentbetweerkanji (graphemegtrings andtheir read-
ingsin the form of hiraganaphonemetrings (Divay and
Vitale, 1997; Huanget al., 1994)3 In this, we attemptto
extract the completesetof phonemerealizations(compo-
nentreadingsfor eachgraphemeegment(kanji segment).

2Here,hatsuundegoesgeminationand hyouseqential voic-
ing to producehappya.

3Notingthathiraganacharatersarenotstrictly phonems, but
phonemeclusterssuchas?* kaand.5 bu.



Our methodrequiresno supervisionand could be applied
to otherlanguagesn which the phonett realizationis not
clearlyderivablefrom the graphemeresentatioriBaldwin
andTanaka1999).
Thealignmentprocesgproceedsasfollows:

1. For eachgrapheme—phonemsring pair, generatea
completeset of candidatealignmentmappings. We
constrainthealignmentprocessy requiringthateach
graphemecharater alignsto at leastone charadter in
the phonemicaepresentatiomndthatthe alignmentis
strictly linear.

2. Prunecandidatealignmentghrough theapplicationof
linguistic constraints. Theseconstrains are the only
componenbf the alignmentprocesswvhich is specific
to the Japaneséanguage andinclude requirng seg-
mentboundarésatscriptboundaries(exceptfor kanji-
hiraganaboundaries),and the preferencethat each
readingsegment containsonly one voiced obstruent
(Lymans Law — Vance(1987).

3. Score eachalignmentby a variant of the TF-IDF
model (SaltonandBuckley, 1990). The modification
from the basic TF-IDF model allows for betterhan-
dling of affixesandverbal/adjectial conjugaton soas
to not over-penalizecommonlyoccurringgrapheme—
phonemepairs.

4. Iteratively work through the data selectinga single
grapheme—phonenrgring pair to align accordingto
the highest-scorig candidatealignmentat eachitera-
tion, andupdatingthe statistcal modelaccordingly(to
filter out disalloved candidatealignmentsand score
uptheselectedalignmentmapping).

For full details,see(Baldwin and Tanaka,1999; Baldwin
andTanaka2000).
Examplesf resultingalignmentsare:

(& )~(happyou = ( 3% )—~(happyoy
( BAREE )—(kazgusur) = ( BB

3% )—(kazegusuri

Noticethatin somecase, graphemeggmentscanbemade
up of morethanonekanji characterasoccursfor & kaze
“commoncold” above.

4. ReadingCanonization

Basedon the alignmentdata,we canreadoff a setof
readingdfor eachkanji segment. Suchreadingsaresubject
to both phondogical and conjugatimal alternation,how-
ever, suchthatthe phonobgical variantsof hyouandbyou
could be producedfor 2 “chart”, and the conjugatonal
variantsof yomiandyomucould be producedfor the verb
w7t “read”.

In particularwe focuson sequentiaboicing (“rendaku”)
and soundeuphory (“onbin”), which commonlyoccurin
word formation (Tsujimura,1996; Vance,1987). Sequen-
tial voicing is the processof voicing the first consonant
of the trailing segmentwhen sggmentsare combinedin a
binary fashionto producewords. Examplesof sequential
voicing are:

Z hon“book”+ #i tana“shelf’ =
M hondana“bookshelf
& tabi “travel”+ A hito “person” Rightarrow
F& A tabibito “traveller”

Notethatsequentialroicing producegwo voicing pos-
sibilities for the consonanth/: full voicing (/b/) andsemi-
voicing (/p/). Assumingthatwe know thatsequential/oic-
ing hastaken place, however, it is generally possibleto
uniquelyrecreatehe baseform of thereading?.

“Onbin”, or soundeupholy, similarly occursin binary
word formation andis the processof replacingthe last
mora(kanacharater) in the leadingseggment with a mora
in phoneticharmory with thefirst moraof thetrailing seg-
ment® It hasseveral differentsubformslimited to verbal
andadjectval conjugatonalformincluding“i onbin” orve-
lar vocalizationand“hatsuonbin” or nasalizatioh. How-
ever the most commonform, assimilatorygeminationor
“sokuonbirt?, is a morphobgical processvhich occursin
wordformation. Theoccurrenc®f soundeuphory depends
on voicing andthe mannerof articulaton of the following
segment. Examplesf soundeuphotry are:

koku“country” 4 3% kyou“boundary™=
[E3% kokkyou“(national) border”
fii datsu‘remove” + i shutsu‘leave exit” =
i dashutsu'escape”
=9 iu“say” +te’ = - T itte“say(ing)”

For simplicity, we will refer to the various forms of

conjugatim-relatedsoundeuphory (e.g. the third exam-
ple abore) as “conjugatbn”, and the morphologcal pro-
cessof assimilatorygemination(e.g. the first and second
examplesabove) as“gemination”for the remainderof this
paper Note that conjugathg endingsare includedwithin

the conjugaing segment alongwith theverbstem(i.e. § -

T itte “say(ing)” above is consideredo be a single sey-

ment), and that there are non-geminang forms of conju-
gation (e.g.conjunctie conjugaion: & 9 iu “say” = &

W i), Also, conjugaibnal segments can further undego

gemination(5| & hiki “pull(ing)” + # L koshi“go(ing)

beyond” = 5| -#& L hikkoshi“moving (house)”).

Unlike sequentialoicing, the simple knowledge that
soundeuphory hastakenplaceis generallynot sufiicient
to uniquely recrede the baseform of the geminatedcon-
sonant,even when the type of the proceedingconsonant
(which the geminatedconsonantis in harmory with) is
takeninto accountFor example,in thefirstexampleabore,
the baseform of [E kok “country” giventheright context

4Exceptionsto this genealizationare/p/ (possiblebase forms:
/hl and/bl), /zul (possiblebaseforms: /tsu/and/su/)and/zi/ (pos-

sible baseforms: /tfi/ and/[i/) o
>Notethatsoundeuplony occursonly whenthebasereadings

madeup of at leasttwo morae whereaseqential voicing occurs
for readingsof all lengths.

5Conjugaional endingsof verbs and adjedives are always
written in hiraganaand as suchdo not cau® readingproblems.
We handlethemin the alignmentand canmization steps,but do
not generateary readingsbasedon thesephenanenain the gen-
erationstep

"Conetive verbalconjugdional endng



of /k/ could be, e.g., koki, koku kotsy eachof which has
equivalentphondogical plausiblity .

4.1. Canonization

The alignmentdatacontainsall possiblereadingsfor a
givengraphemesggment,within the contet of the dataat
hand. Thesereadingsinclude alternantsdue to sequential
voicing, soundeuphory andconjugatia, andpossibly(but
not necessadly) the baseform of ead reading. We would
like to canonizethe readingsto separatdhe basereading
dataapartfrom the alternationprobabilties, therebymini-
mizing the numberof readingtypesandmaximally extract-
ing instance®f alternation.This providesa meansof over-
comingdatasparsenessndat the sametime allows usto
produceunobsered segment-level readingshroughnovel
alternationcombinatios over the basereadingghencein-
creasng the coverage of predictedreadingghata Japanese
learnemmay comeup with).

Above, we obseredthatsequentialoicing occursonly
whenthe given sgment hasleft lexical contet, and that
soundeuphory occursonly in the presenceof right lexi-
cal context. Additionally, sequentialvoicing affects only
theinitial moraof thesegment reading,andsoundeupholy
only thefinal moraof the reading,andin the casethatthe
readingis madeup of a singlemora(kanacharacter)pnly
sequentialoicing canoccur To detecthetwo phenomena,
therefore we canclassify segmentsaccordingto the pres-
enceof left andright lexical contet, and compareread-
ings occurringin different contets to determinewhether
an analysisexists wherebymultiple readingalternantscan
be explained by way of a single basereading(Okumura,
2001).

Basedon the presencef left andright lexical context,
we classifysegment readingsnto 4 groups:

e Level 0 (—left, —right contet): no possibilty of con-
jugation or phondogical alternatio®.

e Level 1(—left, +right contet): possibilty of gemina-
tion or conjugatia

e Level 2 (+left, —right contet): possibilty of sequen-
tial voicing

e Level 3 (+left, +right contet): possibilty of all of
geminationor conjugation andsequentialoicing

Level 0 singleton sgmentscan be assumedo com-
prisethe basereadings from which readingsat otherlev-
elsarederived(including the possibilty of zero-dewation
wherebyno phoneticalternationhastakenplace).We thus
work throughthe variouslevelsin decreasingqiumericor-
der, anddeterminevhetherauniquereadingexistsfor each
graphemesggment from which the obsered readinghas
beenderived. In the casethat suchananalysisis possible,
we recordthe type of alternation,incrementhe frequeng
of occurrenceof that alternationby the frequeng of the
string in which alternatio wasfound to occur and com-
bine the frequeng of the derived readingwith that of the
basereading.

8Sincewe arededing with dictionaryentriesin our alignment

Level O

Canonical Form

Level 2
Sequential
voicing possible

Level 1
Gemination
possible

Level 3

Sequential voicing and
gemination possible

Figurel: Canonizatia flowchart

The canonizatiorprocesss depictedn figure 1.

For eachlevel we employaslightly differentprocedure.
First,we performconjugatonalanalysigBaldwin, 1998)at
Levels 1 to 3 to establishwhetherit is possibleto analyze
eath sggment ashaving an underlyng verbalor adjectval
form. At eachstep,we then performa matchover both
the original form andthe baseconjugaional form(s) of the
reading.

In the casethat matchesare found for variantsof the
original readingwith identicalkanji contentthefrequeng
of the original kanji—readingstring is distributed equally
betweenall matchingentries. This distribution of fre-
gueny extendsto ary phonolaical alternationor conju-
gationassociateavith eac match.

Level 3 entriesaretreatedin two passes.First we try
to mege Level 3 entrieswith thoseat Levels 1 and 2, re-
spectvely, basedon boolkanmatchover the original read-
ing, andfailing this, analysisof geminationandsequential
voicing, respectiely. In the caseof gemination,we make
no assumptionsboutthe possibé rangeof baseforms of
the segment-finalmora,andallow matchego ary reading
for the givenkanji sgment,which differ over the Level 3
readingonly in the final mora. The analysisof sequential
voicing is rathermore constrained,n that the maximum
numberof possiblebaseformsfor a voicedinitial morais
two (seeabove). All readingsfor the given kanji sgment
arethus seartied over, and a matchreturnedif the read-
ing string consistoof a string-initial devoicedvariantof the
Level 3 reading. In the caseof multiple matchesat Lev-
els1and2, theoriginal frequeng of thekanji—readingpair
is distributed equally betweenall matchingstrings. Note
that, despitel evel 3 kanji-readingpairsbeingsandwiched
betweertwo sggments, it is perfectlypossibé thatnoalter
nationhastakenplace,or thatonly oneof geminationand
sequential/oicing hasoccurred.

If nomegewith aLevel 1 or 2 entrywaspossibé, we
proceedo carry out combinedanalysisof sequentialoic-
ing and geminationagainstLevel 0 entries. If a matchis
found, the frequeng of the original kanji-readingpair is

processconjugating (verbalandadjectival) level 0 segmeris can
be assunedto bein “baseform”.



distributed betweenall matchingentries. If no matchis
found, we directly createa new Level O entry and carry
overthefrequeng from theoriginal entry,

For Level 2, we first look for anidenticalentryat Level
0 andmegethetwo if possible.Failing this, if thereading
containsa sggment-inital voicedconsonantwe replacethe
consonanin questiorwith theunderlyngform(s),andlook
for amatchat Level 0. If a matchis found we meige to
Level 0. In the casethatno sequentialoicing-basedanal-
ysis is immediatelyapparentor the given reading—kanj
pair, we look for a canonicalform in the Level 1 data,al-
lowing for the possibilty of the sgment-finalmorahaving
beengeminatedn the Level 1 string at the sametime as
the segment-inital morain the Level 2 string having been
voiced. Assumingthata matchis achieved, the two read-
ings are meged togetherat Level 0, using the canonical
readingand combiningthe respectre frequencies.In the
instancethat no matchis possibleat ary level, the kanji—
readingsegment pairis promotedto Level 0 asis.

Turning finally to Level 1, we first look to mege to
an identical entry at Level 0, and failing this, carry out
a gemination-lasedanalysisof the original reading,and
seard for canonicalformsat Level 0. In theinstancethat
no matchis possibé, thekanji—readingsggmentpairis pro-
motedto Level O asis.

While canonizingthe readingswe keeptrack of case
wheregenuinealternatiortook place(casesvhereentriesat
differentlevelsweresuccessfullyneigedtogethebasedn
a conjugaion, geminationand/orsequentialoicing analy-
sis), soasto enableusto calculateprobabilties according
to Equationl.:

B Numberof obsered« alternations
~ Numberentriessatisfyirg the conditiors on o

Pao(r) 1
wherea € {sequentialvoicing, geminationconjugaton}.
For eadh sggment, we teaseapartthe frequenciedor se-
guentialvoicing, geminationand conjugaton so asto be
ableto reapplythemasindependenprobabilties below.

Both sequentialoicing and geminationhave receved
significantattentionin the literatureandseveral rulesgov-
erning/prediting their occurrencehave been proposed.
However, aswe areattemptingto modelthe knowledgeof
a Japaneséearner we wantto assumeas little linguistic
knowledgeaspossible Predictionof thetwo effectsis thus
basedon only theimmediatelexical contect of themorain
guestionthatis themorapotentally undegoing alternation
andthe neighborng morain the adjacentseggment. Given
amoram,; andits singlemoralexical context m;.:, there-
fore,we generaterobabilties for m; undegoingeitherse-
guentialvoicing (if m; is segment-inital andthereexistsa
left lexical context m;_1 = meiq¢) OF gemination(if m; is
segment-final, the sggmentis atleast2 moraein lengthand
thereexists aright lexical contet m;+1 = Mmetet). In the
caseof sequentialoicing, if m; containgheconsonanth/
or /f/,° we makea three-waydistinctionbetweemo phono-
logical alternatia, and/h/ beingfully or semi-wiced.

After canonizationpur datafrom above would look as
follows:

°l.e.m; € {ha,hi,fu,he,hy.

{ ¥4z )—(happyou) = (hatsyhyou)
-+gemination+voicing
( EUREE )—(kazégusur) = (kazekusuri)
+voicing

Oncewe have the canonizeddata,it is trivial to countthe
numberof occurrence®f eachreadingfor a given kanji
segment andcorvertthis numberinto the probability of the
givenkanji sgmenttakingeachreading.

4.2. Bigram Segmentation

In canonizinghekanji-readinglata,we derivedproba-
bilities for a givenkanji sgment taking differentreadings,
andalsofor differenttypesof readingalternationto occur
In orderto generateprobabiities for differentreadingsor
a given kaniji string however, we mustknow how to par
tition it up into kanji segmentsin orderto be ableto ap-
ply the probabilties for componenteadinggor each.This
is achieved through the calculationof bigramprobabilties,
ratingthelikelihoodof thegivenbigrambeingsplitinto two
segments, or chunkedtogetter into a singleseggment. Note
thatthis differsfrom grapheme—phonenaignmentin that
we do not considerthe readingof the string at all, but are
aftera probabiistic modelof how a usermight partition a
givenstringinto sgmentsin orderto generatereadingfor
the overall kanji string.

As noted above, katakanaand hiraganastringstake a
unique kana-basedeading, irrespectve of how we sey-
mentthemup. We thuschunkall contigwoushiraganaand
katakanacharactergand alpha-numericstrings) together
into a unigramunit. For eachbigramwe countthe prob-
ability of it beingsegmentedasoneor two units.

The grapheme—-alignmenmtataprovidesan explicit de-
scription of sgmentation information which we canread
off directly to feedinto thereadinggeneratiormodule.

5. ReadingGeneration

Above, we derived probabilties for differentreadings
for a given kanji sgment(P(r|k)), andfor a given read-
ing undepgoing sequentialoicing (P, ;.. (headr))), gem-
ination (Pye, (tail(r))) andconjugatonal (Pe.,;(r)) alter
nation!® The probabilty of eachsegment taking a given
readingdependson the charactersontainedin the kanji
segment whereaghe probabilty of phondogical andcon-
jugaticnal alternationdepend®only onthereading.

Fromthe above data,we generatean exhaustve listing
of readingcandidate$or eachdictionary entry s consisting
of n sggmentsandcalculatethe overall probabilty of each
readingin line with the naive Bayesmodel,asdescribedn
Equations2 and3. Thatis, we assumehat the sgmen-
tation, reading, conjugaional alternationand phondogi-
cal alternatiorprobabiltiesareindependentf oneanothey
andmultiply togethethecomponenprobabilties for ead.
In casswhereseveralpossibé sggmentationgxist, werun
the generationprocessfor eachsuch segmentationcandi-
date.

P(r[s) = P(ri.nlk1.n) (2)
¥Here, the headr) andtail(r) operatorsreturn the first and
lastmoraerespectiely of thereadingstring r.




P(rinlkin) = [ [ P(rilk:) x Pooice(headrs))
i=1

X Pyem (tail(r:)) X Peonj(r:) 3)

After obtainhg the probabilty of the P(r|s) we apply
Bayes'rule (equation4) to obtainthe valuewe areinter-
estedin: the probabilty of string s givenreadingr, thatis
P(s|r).

P(r|s) x P(s)

P(sir) = =750

(4)
The probabilty P(s) canbe calculatedfrom the testcor
pusacarding to Equation5. We usedthe completeEDR
Japaneseorpusasthetrainingset(EDR, 1995).

We usethe P(s|r) valuesto presentall dictionary en-
triess mappedntofrom r in decreasingrder thusoutput
ing the morelikely dictionary entriesfirst. Notice thatthe
term)_, F'(s;) in Equation5 is constanfor agivencorpus
and can be factoredout of the final equationwhile main-
taining the score-wiseranking of dictionary entries. Fur-
thermoreP(r) is constanfor a givenr input andsimilarly
doesnotaffecttherelative rankingof dictionaryentries.We
thusestimatethe likelinessof a dictionaryentry s givena
readingr asgivenin Equation6.

P(s) = % (5)
Grade(s|r) = P(r|s) x F(s) (6)

At the end of this processwe have a setof generated
readinggfor eachdictionary entryandead of thereadings
hasa likelinessscoreassociatedvith it. For a givenstatic
dictionary, it is possibleto pre-computeall possibledic-
tionary entriesreachabldrom a given (reading)input, and
determinea scorefor each.Whentheuserthenquerieshe
system,all thatis requiredis that we do a booleansearch
over the generatedeadings,andin the caseof a match,
return all correspondinglictionary entriesin descending
numericalorder of the likelinessscore(as determinedby
Equation®).

Note that the training datawhich feedsthe generation
processs the very samedatasetsthatfor which readings
aregeneratedThatis, the training andtestdataareonein
the same.This hasthe advantagethatwe areguaranteedo
reachthe correctreadingfor every dictionaryentry, given
thatthatdictionaryentryformspartof thetraining dataused
in sgmenting the string andcompositiondly generatinga
readingthereform.Thereis no guaranteehowever, thatthe
correctreadingwill assumehe highestscore,asthe prob-
abilitiesassociatedvith alternatie readingscould plausi-
bly be higherthanthosefor the correctreading,andit will
tendto occurthatmoresalientincorrectreadingsfor com-
mon wordswill rank higher than the correctreadingsfor
uncommonwords.

One important quality of all stepsof processingde-
scribedabove is that they are fully automated. This has

Types Tokens
Level O (initial) 5,622 5,622
Level 1 14,430 51,551
Level 2 7,867 51,334
Level 3 3,273 21,249
Overall 15,100 129,756
Level O (final) 7,092 129,756

Table 1: Numberof kanji-readingtokensand typespre-
andpost-canorzation

benefitan termsof developingcustomizednterfacego dif-
ferentdictionaries(e.g. domain-specifidexicons) with no
manualinput, and alsoin updatirg the systemeachtime
thedictionarydatais altered.

The overall dictionary interfacehasbeenimplemented
in a web-basedervironment (Bilac et al., 2002), and
is available for public useat htt p:// hi noki . ryu.
titech.ac.jp/dicti/.

6. Evaluation

As statedabove, the systemcurrently usesthe EDICT
JapaneseEnglishdictionary, which consistsof 97,399en-
triesin total, 82,9610f which containkanji andareusedto
generatgeadings.

To evaluatethe performanceof the alignmentmethod,
firstly, we alignedall 82,961kanji-contairing entries,and
manuallycheckedhealignmentanalyse®f arandomsam-
ple of 5,000 entries. For these,we ratedalignmentper
formanceaccordingto word acarag/ (the proporton of
wordsfor whichafully correctalignmentanalysisvaspro-
duced)andalsosegment precisionandrecall; segment pre-
cision describeghe propation of sggmentsin the align-
ment output which were correctly aligned, whereassey-
ment recall describesthe proporton of segments in the
manually-annotatedatathatwerecorrectlyrealisedin the
alignmentoutput Theresultsacwrding to thesethreemet-
ricswere:

Word accuiacy Sgment  Sgment
precision  reaall
97.22%  98.11% 98.67%

Next, we analyzedthe efficacy of the readingcanon-
izationprocessccordingto the numberof readingtypesat
ead levelinitially, andthenumberof readingtypesremain-
ing atlevel 0 atthe endof processingthe resultsof which
arepresentedn Table 1. Here,we presenthe numberof
kanji-readingypesandtokers ateachlevel initially andin
thefinal state,at the completionof processingnoting that
all entriesendupatLevel O, irrespectve of whetheramatch
at Level 0 wasfoundin the original data). The succes of
the canonizatiomprocesanbe gaugedrom thereduction
in the numberof kanji-readingsegment typesfrom 15,100
initially, to 7,092finally, a reductionof over 50%. Thisis
dueto the detectionof instancesf both conjugatio and
phonolaical alternation.

Finally, we provide a statisttal breakdevn of theread-
ing generatiorprocess:



Total dictionary entries:97,399

Total dictionary entriesw/kanji: 82,961
Total generatedeadingqtokers): 2,646,137
Total generatedeadingqtypes):2,194,159
Averagereadinggerentry: 27.24
Averageentriesperreading:1.21
Maximumreadinggerentry: 471
Maximumentriesperreading:112

For the 82,961dictionary entriescontainingkanji, an aver-
ageof 27.24readingswasgeneratedor eachentry For-
tunately thelevel of overlapbetweerreadingss not high,
suchthatthe averagenumberof dictionaryentriespergen-
eratedreadingis amodestl.21. The useris thusnot gener
ally overwhelmedwith vastnumbersof outpus, a distinct
adwantagewhenlooking up a word usingthe correctread-
ing.

Onething thatis not evidentfrom the above resultsis
just how effective the proposedmethodis at directingthe
userto thecorrectdictionaryentry Thispresentanareafor
future research:carrying out userevaluationto determine
(a) if usefulerrantreadingsaregenerated(b) if theranking
of dictionary entriesis reflective of therelative salienceof
theassociatedictionary entries,and(c) patternsof errorin
userinputs.

Additionally, asmentionedn Section2., semanticand
graphicsimilarity canalsoleadto usererrors, neitherof
which phenomenomve modelat presentWe ervisagecal-
culating separateprobabilities for readingsattributable to
thesedifferenteffects,interpohtingoverthemto producea
consolidategrobabiity for eachreadinggivenakanji, and
thenweighting for the effects of conjugaton, gemination
andsequentialoicing asperaborve.

7. Conclusion

In this paperwe have proposeda methodfor construct-
ing a systemcapableof handlingmotivatedreadingerrors,
to facilitate more efficient dictionary lookup for Japanese
learners.Ratherthenrequiringabsoluteknowledgeof the
readingsof wordsin the foreign language pur methodal-
lowslook-up of dictionaryentriesby way of readingsvhich
learnercanpredictablybeexpectedo associatevith them.
We have exemplified the componentprocesse®f align-
ment, readingcanonizatiorandreadinggenerationwhich
combineto producea probabilty for the different read-
ingswhich canbe productively generatedor a givenkanji
string. Fromthis, we canthenarrive at arankedlist of dic-
tionary entrieswhich the usercanrealisticallybe expected
to be seekingn inputiing a (potentially wrong) reading.
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