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Summary

When a natural language processing system encounters unparsable inputs, the analysis should not be rejected. Instead, the system should attempt to detect the cause of ill-formedness and generate a set of possible interpretations. However, parsing ill-formed inputs suffers from large computation time due to extra mechanisms for detecting the existing ill-formedness. This indicates the importance of developing a parallel robust parsing algorithm. The goal of this research is to develop an effective parallel algorithm for parsing an ill-formed input under a loosely-coupled hardware environment. The parallel parser is implemented on PIM/m with 256 processors. Through the experiments, we point out that parsing ill-formed inputs with the proposed parser can acquire a satisfactory result in its performance.

1. Introduction

When people use language spontaneously, they do not always pay attention to their grammar structure. According to an extensive study by Thompson [Thompson 80], 33% of inputs in his query system were unparsable due to vocabulary problems, punctuation errors, ungrammaticality and spelling errors. A system should not reject the analysis of the inputs but should find and fix the ill-formedness. Coping with such ill-formedness is a challenge in natural language parsing.

In the past decades, there have been several attempts to modify existing parsing algorithms to handle ill-formed inputs based on ATN [Kwasny 81, Weischedel 83], Chart parsing [Kato 91, Mellish 89] and GLR [Saito 88, Tomita 86]. However, as Mellish [Mellish 89] points out, handling such ill-formed inputs takes a tremendous amount of time. According to our preliminary experiments, parsing an ill-formed input including more than two errors may be 10 000 times slower than parsing a grammatically correct input with the same length. Such slowness causes many problems when developing a practical query system that needs real time response to realize smooth human-machine communication. Thus, it is urged to develop a natural language processing system that can not only handle ill-formed inputs but also parse them at a reasonable speed. The latter emphasizes the importance of parallel parsing algorithm for ill-formed inputs.

In general, there is no universal parallel algorithm that is applicable to every kind of problems and the effectiveness of parallel algorithms varies in individual cases. Considering specific characteristics of each problem, some carefulness is needed in tuning the parallel algorithm [Nitta 92]. However, for certain problems it is not the case that we can get full gain even after carefully tuning the parallel
(then, there are \( n \) streams for the input with \( n \)-word length). The messages in \( i \)th stream are inactive edges starting at \( i \).

If we have an AEP \( A \rightarrow A_1 A_2 \cdots A_k A_0 \) from \( i \) to \( j \) (in a certain processor), this process will try to match an inactive edge of category \( A_k \) in the \( j \)th stream. If there is such an inactive edge, a new active edge \( A \rightarrow A_1 A_2 \cdots A_k A_0 \) will be generated as a new AEP and then distributed to another processor. Later, if there is also an inactive edge of category \( A_k \), an inactive edge of category \( A \) is generated and then pushed in the \( k \)th stream. At this point, if \( X \rightarrow AY \) is a production, an AEP \( X \rightarrow A \cdot Y \) will be generated and distributed to a certain processor.

The static version distributes all the active edges, starting at \( i \), to the \( i \)th processor. The number of processors in use correspond to the length of the input sentence. At first glance, this version seems to gain less parallelism than the dynamic version. However, by this method, all messages (inactive edges) in each stream are generated by the AEPs in the same processor and there will be no need to distribute AEPs to different processors any more. Then, compared with the dynamic approach, we can expect less interprocessor communication cost in the static approach. In chap. 4, we will show an experimental comparison between these two versions.

3.2 Parallel Non-left-corner Bottom-up Process

When analyzing ill-formed inputs, the restriction of left-rightness of the P-LC-BU is not appropriate because it would suppress several subparses that are useful for hypothesizing the existing errors. The parallel non-left-corner bottom-up process (P-NLC-BU) relaxes this restriction and generates some other active edges. These newly generated edges are helpful not only for hypothesizing errors, but also for reducing the searching space in the error recovery process [Kato 91]. In order to realize the P-NLC-BU, the bottom-up rule and the fundamental rule of traditional chart parsing have to be modified to allow operating from arbitrary positions in the RHS of a grammar rule or in the undetermined portion of an active edge.

Fig. 1 shows two modified rules applied in this process: the non-left-corner bottom-up rule (NLC-BU rule) and the non-left-corner fundamental rule (NLC-F rule). In these rules, an edge is generalized and represented in the form of \( \{E, P, C, U\} \), where \( SP \) and \( PE \) specify the starting (ending) position of the edge in the chart. \( Cat \) is the category of the edge and \( Unparsed \) is the unparsed part of the edge. Both \( SP \) and \( PE \) are denoted by an integer for determined position, or by \( * \) for undetermined position. The NLC-BU rule provokes the pre-existing inactive edges in the communication streams to generate new active edges by matching the inactive edges with arbitrary RHS elements of the grammar rules (other than the leftmost ones). The NLC-F rule provokes the existing active edge process to generate some new active edges by making the completion between inactive edges and arbitrary positions of undetermined parts of that active edge.

3.3 Parallel Extended Top-down Parser

The error recovery is to run a parallel extended top-down parser (P-ETD), exploiting the information (a set of the edges) generated by the P-LC-BU and P-NLC-BU. In this section, we first describe a way to recover the possible interpretations of an ill-

\*1 A brief form of the notation defined by Mellish [Mellish 89].

\*2 The leftmost ones have been already matched during the P-LC-BU.
formed input in top-down fashion (top-down search) and then provide a method to construct a parallel parser. The top-down search starts with the assumption that all words in the input are finally covered by the start symbol (e.g., sentence). To illustrate this, the following data structure is introduced for representing each state during the search. This notation is analogous to the one used in [Kato 91].

\[
\langle \text{hole} : N \text{ err} : M \left[ (S_i, E_i, \text{CatList}_i), \ldots, (S_n, E_n, \text{CatList}_n) \right] \rangle
\]

where \( N \) is the total number of categories in \( \text{CatList} \), \( \cdots \text{CatList}_n \); \( M \) is the number of errors detected before reaching this state; \( S_i, E_i, \ldots, S_n, E_n \) are positions in the chart; \( \text{CatList}_i \) is a set of categories needed between \( S_i \) and \( E_i \).

The initial searching state is \( \langle \text{hole} : 1 \text{ err} : 0 [(0, n, [S])] \rangle \), where \( S \) is the start symbol (goal category) and \( n \) is the final position in the input. The extended top-down parser applies three special rules (garbage rule, empty category rule and unknown word rule), in addition to two rules\(^*\) of the original top-down parsing, to handle three kinds of primitive errors (extra word error, omitted word error, and unknown/substituted word error). The description of the rules is illustrated in Fig. 2. These rules are applied to refine the state during the search. In the refinement process, the parser may reach a state \( \langle \text{hole} : 0 \text{ err} : E [ \rangle \rangle \). By this time, one possible interpretation of the ill-formed input can be obtained. In our implementation, a threshold is set to limit the searching space \( (N + M \leq \text{Threshold}) \).

(1) An Example

To illustrate the extended top-down parsing, let us consider a simple CFG and an ill-formed input, 'jumbo is ap elephant', as shown in Fig. 3. The inactive edges (1)~(5) and the active edges (6)~(8) are generated by the P-LC-BU. The active edges (9)~(10) are generated by the P-NLC-BU. Top-down searching (parsing) process begins with the state \( \langle \text{hole} : 1 \text{ err} : 0 [(0, 4, [S])] \rangle \). First, the Active Edge Fundamental rule (defined in Fig. 2) refines the initial state by applying the active edge (6). Then, by using the same rule, the resultant state \( \langle \text{hole} : 1 \text{ err} : 0 [(1, 4, [VP])] \rangle \) is refined by applying the active edges (7) and (8). From this step, two possible states will be derived. These two states are later refined again by the active edges (11) and (9), respectively. Finally, both of the possibilities are refined by Unknown Word rule to the final states, \( \langle \text{hole} : 0 \text{ err} : 1 [ \rangle \rangle \). The error detected is that the word 'ap' is an unknown word which has either preposition (p) or determiner (det) as its category. This searching progress is shown in the right half of Fig. 3.

(2) Parallelization of Top-down Parser

The top-down parser functions as a resolution of a tree searching problem. Parallelization of this parser corresponds to the way of distributing nodes (subtasks) in the searching tree among the processors. The subtasks are mutually independent of
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* 3 Top-down rule and fundamental rule.
Fig. 3 An example of the extended top-down parsing.

From the MP, the WP performs five routines (defined by the rules in Fig. 2). As the result of these routines, some new states (tasks) may be generated. One of the new states (a task) is executed in the processor while the remainders are transferred back to the MP and restored in the task queue. Unless there is any new state generated, the current WP will dispatch a request to the MP for a task in the next step. This request is kept in the request queue of the MP until it matches the task in the task queue. This procedure occurs recursively until no task remains (the task queue is empty and no more tasks exist in WPs). In this load balancing method, more parallelism is gained when the search is spread out, though the system may gain a little parallelism at the beginning of the search due to small number of states (nodes) at the top level of the searching space.

4. Experimental Results and Discussion

Our parallel parser is implemented on PIM/m, a loosely-coupled MIMD parallel processor with 256 processor elements (PEs). The efficiency of the parser was investigated by using the grammar with 393 CFG rules (the same as in [Tomita 87]). We can evaluate the parallel parser through three experiments. The first experiment is carried out to investigate the effectiveness of the parser when a grammatical input is analyzed. The second one is conducted to measure the ratio of computation time between edge-generation phase (P-LC-BU+P-NLC-BU) and error recovery phase (P-ETD). The last experiment is to investigate the effectiveness of the parser in the case of ill-formed inputs.
In case of grammatical inputs, the P-LC-BU succeeds and thus the P-NLC-BU and P-ETD will never get start. As described in sec. 3.1, we implement two versions of the P-LC-BU, in which the static and dynamic load balancing methods are applied. The dynamic version is to assign each active edge to a processor, while the static version is to distribute all active edges starting at $i$ to the $i$th processor. Consequently, the number of processors used for the former version is 256 and it is correspondent to the length of the input for the latter version. The result speed-ups are shown in Fig. 5, where the graph plots the length of inputs versus the true speed-up (the speed-up relative to the serial version of the parser). The experimental inputs are shown in Appendix A.

The graph in Fig. 5 shows that the static version is superior to the dynamic version in all lengths (2~30 words) of grammatical inputs. Though the dynamic version seems to be the finer-grained algorithm, it faces the problem of much interprocessor communication, and therefore the overhead caused by the communication is a dominant factor during parsing. On the other hand, the static version has relatively less communication overhead. Therefore, we select the static version for the P-LC-BU of our parallel parser. It should be noted that the P-LC-BU can not gain large speed-up (around an increase of 20%) due to the high dependency of partitioned subtasks.

For the ill-formed inputs, we consider the following types of errors: extra-known-word (E-K), extra-unknown-word (E-U), substituted-known-word (S-K), substituted-unknown-word (S-U) and omitted-word (O-W). In addition to the P-LC-BU, the P-NLC-BU and P-ETD are activated to find all possible interpretations. In order to examine the source of parallelism between edge-generation phase (P-LC-BU + P-NLC-BU) and error recovery phase (P-ETD) in our parser, we conduct the second experiment to measure the computation time of these phases by using a single processor. The principle behind this experiment is that if a phase takes more time, the parallelization of that phase will have more influence in the total analytical time.

This experiment is carried out for single-error ill-formed inputs with different lengths (2~18 words) (cf. Appendix B). For each length, five sentences corresponding to the five types of errors are considered. The graph in Fig. 6 plots the length of inputs versus the ratio of the computation time for edge-generation and error recovery phases. The results indicate that this ratio tends to increase along with the length of inputs. In other words, for the longer ill-formed input, the computation time of the error recovery phase becomes more dominant than that of the edge-generation phase. This indicates that the parallelism of the edge-generation phase may influence the speed-ups of shorter inputs, while the parallelism of the error recovery phase may influence the speed-ups of longer inputs.

In the error recovery phase (P-ETD), the parallelism gained depends on the number of states
(nodes) in the searching space. In general, when the number of states becomes larger, we can expect a larger amount of parallelism. The number of states increases in accord with the length of the input and the number of errors because of the increasing ambiguity by the errors’ positions.

We carry out the last experiment to investigate the effectiveness of the parallel parser for ill-formed inputs. In this experiment, we use short inputs (the original sentence’s length is 7) with one/two errors and long inputs (the original sentence’s length is 18) with one error (cf. Appendix C). The remaining three figures, Fig. 7, Fig. 8, and Fig. 9, show the resulting speed-ups for the short inputs with one error, two errors, and the long inputs with one error, respectively. All graphs in these figures plot the number of processors versus the speed-up.

In each figure, the legend (e.g., 1, E-K [932/2187] (83.5 → 6.0 sec) in Fig. 7) denotes the number and type of errors, followed by the number of edges and states in the form of [Number-of-edges/Number-of-states] and finally followed by the computation time for single processor and for 256 processors. In principle, the computation time of the edge-generation phase is proportional to the number of edges, whereas the computation time of the error recovery phase is proportional to the number of states in the searching space.

For all the inputs, the computation time and speed-up gained come out in the following order: E-K, E-U, S-K, S-U and O-W. In Fig. 7, we find out that the number of edges is larger than that of states. This means the edge-generation phase has a significant effect on the speed-ups of the total analysis in the case of short inputs with a single error. In this case, only small speed-ups were obtained. However, in E-K type, the error recovery phase seems to have more influence on the analysis time (due to the large number of states compared with the number of edges) and a relatively larger speed-up is gained. This indicates that the error recovery phase may gain a lot of parallelism.

The result of short inputs with two errors is shown in Fig. 8. In this case, the error recovery phase seems to have more effect on the speed-ups. In comparison with the case of single error, the case of two errors has a larger number of states, and hence, there will be more opportunity for parallelism and more speed-ups gained for every type of error.

Fig. 9 indicates the result of long sentences with a single error. In this case, the parallelism is nearly gained from the error recovery phase (large number of states but small number of edges as shown in Fig. 9). The computation time in this case is remarkably larger than the previous two cases of short inputs for all types of errors, and conspicuously larger speed-ups are gained. According to the above-mentioned results, we notice that the speed-ups depend on the ratio of the communication and computation time in the error recovery phase (P-ETD), especially in the cases of two errors and long inputs, where the error recovery phase is the main analysis.
In this phase, the interprocessor communication time is proportional to the number of states (tasks), while the computation time is proportional to the number of edges.

In comparison with the case of short inputs with two errors (Fig. 8), the number of states in searching space is larger in the case of long inputs (Fig. 9). For long inputs, both communication and computation time is larger. However, when we focus on one state, the computation time is larger (owing to the larger number of edges) but the communication time is not different (one state transferred). This makes the case of long inputs gain more parallelism and speed-ups. In addition, for the case of short inputs with a single error (Fig. 7), the number of states (tasks) is small, so the total idle time of processors becomes obviously longer and, thus, only a little parallelism is obtained.

The above experimental result shows that our parser can obtain a lot of gain when an ill-formed input is analyzed, especially in the cases of two errors and long inputs. However, we expect that our parallel parser can achieve more parallelism and gain in case of longer inputs with multiple errors*4.

As a limitation, our parallel parser still cannot parse ill-formed inputs in real time. Based on the above results, the parser takes 1~2 minutes to analyze the 18-word inputs with a single error. We expect that this problem can be solved by using faster networks and processors. However, we have shown through the experiments that the introduction of parallel processing to the task of parsing ill-formed inputs can succeed in parsing speed-up.

5. Conclusion

This paper proposes a parallel parsing method for analyzing ill-formed input under loosely-coupled hardware environment. Several pre-existing studies in parsing grammatical inputs indicate that the introduction of parallel execution provides only minimal advantages and none of those studies deals with the parallel performance of the ill-formed inputs. By our proposed method, we show that parallel parsing of ill-formed input can be improved to a satisfactory level of speed-up. The method, based on chart parsing algorithm, is composed of parallel bottom-up parsing (edge-generation phase) and parallel top-down parsing (error-recovery phase). The bottom-up parsing generates the partial parses of the ill-formed input, while the top-down parsing exploits these partial parses to find and fix the existing errors and generates possible interpretations of the input.

We construct two parallel versions for the bottom-up parsing, in which static and dynamic load balancing methods are applied. Through a preliminary experiment, the static version seems to be more effective than the dynamic one, since it has less communication cost. The top-down parsing resembles a tree-searching framework, where on-demand dynamic load balancing seems to be more suitable. The parallel parser was implemented and tested for its efficiency on PIM/m, a loosely-coupled system. Based on several experimental results with 256 processors, the execution time of our parser is 2~14 times faster than the serial version in the case of short single-error inputs and up to 60~170 times faster in the cases of short two-error inputs and long single-error inputs.

In our present research, the parser finds all interpretations of inputs. However, the following issues should be considered for future research: (a) how to choose the best interpretation; (b) how to cut off the
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*4 Due to hardware and software limitations, we cannot conduct this experiment.
distinctly useless interpretations, and (c) how to control the parallel parser to accommodate both (a) and (b).
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A. Experiment No. 1
1. Do it.
2. I have a pen.
3. I must eat one bag.
4. Three time as much water.
5. This is a book about language.
6. This is a book about human language.
7. There exists a symbolic language called statements.
8. Its approach is motivated by two aspects.
9. We look at language from a different perspective.
10. What knowledge must a person have to speak language?
11. It allows the use of symbolic codes to represent information.
12. It allows the use of symbolic codes to represent the instructions.
13. It is a program written in assembly language called a source program.
15. A model for estimating performance under heavy loads is included for completeness.
16. It includes exercises designed to help the student master a body of techniques.
17. It is reference source with many pointers into the literature of linguistics.
18. How is the mind organized to make use of this knowledge in communicating?
19. How is the mind organized to make use of this knowledge in communicating?
20. Each statement is written on a single line in lowercase and is not of long sentences.
21. Ethics in a broadcast communication system for carrying digital data packets among computing stations and is distributed.
22. Switching of packets in their destinations on the "Ether" is distributed among the remaining stations until packet address matches.
23. I have attempted to introduce a wide variety of material to provide answers to the broad scope to the novice.
24. The source program is presented by the assembly to obtain a machine language program that can be executed directly by the "CPU".
25. Our study of the mental processes involved in language draws heavily on examples that have been developed in the area called artificial intelligence.
26. I was performing a mental task like deciding on a class more, we are aware of going through a sequence of thought process.
27. Labels file is assigned to a particular instruction step in a source program to identify that step as an entry point for subroutines instructions.
28. The next chapter uses a computational approach into the context of other approaches to language by giving an overview of the major directions in linguistics.
29. It is said to say that much of the work in computer science has been pragmatic, based on a desire to produce computer programs that can perform useful tasks.

B. Experiment No. 2

C. Experiment No. 3

Authors’ Profile

Thanaruk Theeramunkong (Student Member)
He was born in 1967. He received B.E., M.E. and Ph.D. from Tokyo Institute of Technology in 1989, 1992 and 1995 respectively. Now he works as a research assistant at Japan Advanced Institute of Science and Technology, Hoki-ku. His research interests are in natural language processing, machine learning, information retrieval and knowledge science. He is a member of Japanese Society for Artificial Intelligence and the Information Processing Society of Japan.

Hozumi Tanaka (Member)
He received the B.S. and M.S. degrees in faculty of science and engineering from Tokyo Institute of Technology in 1964 and 1966 respectively. In 1966 he joined in the Electro Technical Laboratories, Tsukuba. He received his Doctor of Engineering in 1969. In 1982 he joined as an associate professor in the faculty of Information Engineering in Tokyo Institute of Technology and he became professor in 1986. He has been engaged in Artificial Intelligence and Natural Language Processing research. He is a member of the Information Processing Society of Japan, etc.

July 1995 A Parallel Chart-Based Parser for Analyzing Ill-Formed Inputs 541